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they allow multiple node pairs to update simultaneously. To ifiellows that As gi(Eri[U]) > Az ra(Era[U]) for N < 4

vestigate this, we compare tlwenvergence rate of the asyn-and Az gi(Eri[U]) < A2 ra(Era[U]) for N > 5. Thus,

chronous gossip algorithm with the ODSA algorithm in [19] anthe IGDSA algorithm converges faster than the asynchronous

the IGDSA algorithm. The convgence analysis will be madegossip algorithm with high probability ifV > 5, while the

for a regular network. IGDSA algorithm converges slower than the asynchronous
In a b-regular graph, where each node has exaktheigh- gossip algorithm when there are less than 5 nodes in the regular

bors, we dene the probability matriyp asp;; = 1/b if node network.

¢ is connected with nodg andp;; = 0 otherwise. Combining  The convergence rate compsm between the IGDSA algo-

this probability matrixp with G;f‘j, the simplbcation ofG{j for rithm and the ODSA algorithm in &regular graph is given by

regular graphs given in (10) and with (21), the expected values ~ag

Er4[U] andEg1[U] in ab-regular graph are given by A2 ri(Eri[U]) = A2 ro(Ero[U]) = (b-6")(1-X2(p))- (39)

B p Similarly, from (39) and the fact that1l < As(p) < 1, we
EgalU] = <1 - ﬁ) I+ (32)  havesni(Eri[U]) — Asro(Ero[U]) < 0 forall N > 2.
; - This implies that the IGDSA algorithm converges fastarth
E =(1—-bp)I+ brp,
ri[U] = (1 = b))+ brp. (33) the ODSA algorithm with high probability.
where the subscripts RA and Rl indicate that these are the exThe above convergence rate comparisons show that the
pected values of the asynchronous gossip and IGDSA algynchronous communicationcleemes converge faster tha

rithm, respectively, anél; = -1 %)”)_ The expected the asynchronous communication scheme if there areigmo

value of the ODSA algorithm can be shown to be [19] nodes in a regular network. In [19], the autholsogproposed a
A A distributed synchronous averaging algorithon more general
Ero[U] = (1 - I+ bp, (34) graphs, i.e., bounded degree graphs. Althoiigh interesting

A . - ) ) _to directly compare the convergence rate oé thresented
with b = (1 — 5;)°~". The number of neighboring nodes i§Gpsa algorithm with the ODSA algorithm in aandomly
thengivenbytherange< b < N —1landweassumethal > (hon_regular) connected network, it is nstraightforward to
2. Since bothb; andb are monotonically decreasing functiongyq this using analytic expressions,elto the general nature

as a function ob, they can be bounded as of the IGDSA algoritim. Therefore, in cder to compare the
1 1 N-2 g convergence behavior of the two alghms in a randomly
Al= <hb< —, (35) connected network, we will use sinations as discussed in
4 2(N - 1) 16 :
Section VI.
and

VI. SIMULATIONS

N-—-1
1 (1 _ <1 _ %) ) <by < —. (36) In this section, we illustratéhe performance of all the pre-
2 2(N - 1) 32 sented algorithms via a simulated WASN. Vst provide sim-

ulation results to demonsteathe accuracy of the convergence
To compare the convergence rate of the asynchronous gossip

algorithm with the ODSA algorithm in &regular graph, their anglyms of the distributed averaging a'lgonthms in Section V
. using synthetic data. Then, we will consider speech data to eval-
second largest eigenvalues can be compared as

uate the performance of the DDSB algorithm using the different

1 - Nb communication schemes.
A2 Ro(ERo[U]) — A2 ra(Era[U]) = ~ (1= A2(p))-

(37) A. Synthetic data

where the subscript RO indicatéat this is for a regular graph | this subsection, we performinsulations using synthetic
and the ODSA algorithm. . data in which each nodein the network has the initial value

From (35), it follows that the upper bound df — Nb vy, and V;, Vi are independent and identically distributed
is monotonically decreasing as a function &f. Then, Gaussian variables. Werst consider a randomly generated
using the fact that-1 < Xy(p) < 1, we have that WASN, to compare the convergence erfaE with the bounds
Aaro(Ero(U]) > Axra(EralU]) for N < 5 and  for the fastest and slowest averaging time of the asynchronous
A2ro(Ero(U]) < Ayra(Era[U]) for N > 7, which  gossip algorithm. Then, we compare the convergence rate of
indicates that the ODSA algoriti converges faster than theyne asynchronous gossip algorithm with the proposed IGDSA
asynchronous gossip algorithm with high probabilityif> 7 algorithm and the ODSA algorithm from [19] for regular
and it converges slower with high probability < 5. Asim-  petworks. Finally, we give a comparison of the convergence
ilar eigenvalue comparison can be given between the IGD$fnavior between the IGDSA algorithm, the ODSA algorithm,

algorithm and the asynchronous gossip algorithm as and the asynchronous gossip algorithm for a randomly con-
1— Nb; nected network.
A2 ri(Eri[U]) = A ra(EralU]) = ——F—(1 = A2(p)). 1) Worst and Best Case Bounds for a WASN of a Given Size:

(38) To illustrate that the derived bounds for the worst and the best

From (38) and the bound given in (36), in combinatioase averaging time of the randomized gossip algorithm for a
with —1 < Ax(p) < 1 and the fact that the upper bound oMWASN of a given size guaranteedesired convergence error
1 — Nb; is monotonically decreasing as a function 8f it ¢ with high probabilityl — ¢, we simulate a WASN where 20
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Fig. 1. The convergence err6tE across different realizations.
Fig. 2. The convergence errGtE versus number of iterations. (&) = 4.

nodes are randomly connected with 60 edges. We repeat the st = 5 ©N = 6. (N =7.
ulation 20 times and use differemitial values at all nodes. To
compare how different th€ E is from the desired convergenceand 2(b) show that the asynchronous gossip algorithm con-
error fore = 0.01, we evaluate th€'E for the asynchronous verges faster than the ODSA algorithm M < 5, and in
gossip algorithm using differefixed numbers of iterations. In Fig. 2(d) we see that the ODSA algorithm converges faster than
the asynchronous gossip algorithm, st use?,... pa Which the asynchronous communication scheme wiNer 7. These
is based on the upper bound in (18) combined with the optintasults are in line with the convergence analysis in Section V-B.
p-matrix from [19]. Then we compare this to the upper bound 3) Convergence Comparison in Non-Regular GrapB#ce
that would be obtained for best connected netwitk. r4 in it is not straightforward to perform a convergence rate compar-
(26) and the upper bound that would be obtained for the woisbn in a non-regular graph usiagalytic expressions, we show
connected networll,,. wa in (30). in this subsection simulation nels to compare the convergence

Fig. 1 shows that both witfi},,. ws and with the optimal rates of the proposed IGDSA algorithm with the ODSA algo-
Tave,ra, theCE of the asynchronous gossip algorithm is lowerithm and the asynchronous ggssilgorithm in non-regular
than the desired’~, and that with7,.. r4 the CE is higher networks. We simulate three different randomly connected net-
than the desired’ E. As expected, for a given) T, pa Of the works where 20 nodes are randigraonnected with 60, 80, and
asynchronous gossip algorithm is the least number of iteratiah30 edges. The probability mathixin this simulation is dened
to guarantee convergeneéor a given connected network, andasp,; = 1/b; if nodei and nodg are neighbors, wheig is the
Tave,wa IS the least number of iterations to guarantee convarumber of neighbors of nodep,; = 0 otherwise. We investi-
gencee given only the network siz&/ when using the asyn- gate the convergence er@# given in (16) versus the number
chronous gossip algorithm with the assumption that matiix ~ of iterations.
doubly stochastic. In Figs. 3(a)—3(c), we show a results of the randomized gossip

2) Convergence Comparison in Regular Graphs$n algorithm in a randomly connected network where 20 nodes are
Section V, we showed a comparison of the convergencandomly connected with 60, 80 and 100 edges respectively.
rate of the asynchronous gossip algorithm with the IGDSKNot surprisingly, the IGDSA algorithm converges faster than the
algorithm for regular graphs. To demonstrate the accura®DSA algorithm and the asynchronous gossip algorithm. How-
of the convergence analysis of the distributed algorithms, veeer, note that the asynchronous gossip algorithm converges
simulate four simple regular graphs whe¥e = {4,5,6,7} faster than the ODSA algorithm. This can be explained by the
nodes are fully connected. At each iteratigwve will use the fact that in the ODSA algorithm, the probability that two neigh-
convergence errdt'E’ given in (16) as a measure to assess thmring nodes’ average is inversely proportional to the maximum
performance of the algorithms. degree of the network. The detailed mathematical analysis of the

Fig. 2(a) shows a simulation result with four fully connecte@DSA was provided in [19], which showed that the probability
nodes. The curves in Fig. 2(a) correspond to the three differafttwo neighboring nodes average in the ODSA is smaller than
communication schemes of the randomized gossip algorithihe probability in asynchronous gossip algorithm, if the max-
and show that the asynchronouheme converges faster tharimum degree of the network is relatively large.
the IGDSA and the ODSA algorith. The simulation results Comparing Fig. 3(a), 3(b) and 3(c), we can also observe that
with bve, six and seven fully ainected nodes are shown inby increasing the number of gés, the convergence speed of
Figs. 2(b)-2(d), respectivelgnd show that the asynchronoughe IGDSA increases. This can be explained by the fact that in-
gossip algorithm converges slower than the IGDSA algorithoreasing the number of edges will lead to more disjoint pairs
when there are more than four reslin the network. Fig. 2(a) of nodes that can communicate simultaneously in the IGDSA.



