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Asymmetric Coding for Rate-Constrained Noise
Reduction in Binaural Hearing Aids

Jamal Amini , Richard C. Hendriks , Richard Heusdens , Meng Guo, Member, IEEE, and Jesper Jensen

Abstract—Binaural hearing aids (HAs) can potentially perform
advanced noise reduction algorithms, leading to an improvement
over monaural/bilateral HAs. Due to the limited transmission ca-
pacities between the HAs and given knowledge of the complete
joint noisy signal statistics, the optimal rate-constrained beam-
forming strategy is known from the literature. However, as these
joint statistics are unknown in practice, sub-optimal strategies have
been presented. In this paper, we present a unified framework to
study the performance of these existing optimal and sub-optimal
rate-constrained beamforming methods for binaural HAs. More-
over, we propose to use an asymmetric sequential coding scheme
to estimate the joint statistics between the microphones in the two
HAs. We show that under certain assumptions, this leads to sub-
optimal performance in one HA but allows to obtain the truly
optimal performance in the second HA. Based on the mean square
error distortion measure, we evaluate the performance improve-
ment between monaural beamforming (no communication) and
the proposed scheme, as well as the optimal and the existing sub-
optimal strategies in terms of the information bit-rate. The results
show that the proposed method outperforms existing practical ap-
proaches in most scenarios, especially at middle rates and high
rates, without having the prior knowledge of the joint statistics.

Index Terms—Binaural hearing aids (HAs), multi-microphone
noise reduction, remote source coding.

I. INTRODUCTION

NOWDAYS hearing aids (HAs) include digital signal pro-
cessing algorithms to improve the intelligibility of the

signal of interest. The HAs record the acoustic field with one
or multiple microphones and try to improve the intelligibility of
the desired speech signal while reducing environmental noise
[1]. Using a wireless link, the two HAs can collaborate with
each other and construct a binaural HA system to increase noise
suppression and potentially preserve some important binaural
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(spatial) cues [2]. This leads to the notion of binaural multi-
microphone noise reduction which may have a better speech in-
telligibility compared to single-microphone solutions [3], [4]. In
addition, unlike bilateral systems or independent dual-channel
systems, where a set of two monaural systems operate indepen-
dently from each other (no collaboration between the devices),
the binaural system exploits the spatial diversity, using more ob-
servations, and interaural information to increase the speech in-
telligibility [5]. A well known binaural multi-microphone noise
reduction algorithm is the binaural multichannel Wiener filter
(MWF) [6]–[9]. The binaural MWF includes two separate MWF
beamformers for the two HAs. Each MWF beamformer com-
bines its local observations with those of the contralateral HA to
estimate its own version of the target signal such that the mean
square error (MSE) between the target signal and its estimate
is minimized. The binaural MWF allows for more degree of
freedom for noise reduction [5], among all the MMSE-based
single-channel or dual-channel speech enhancement methods
[10], as it exploits the full potential of binaural processing by
exchanging the signals between the HA devices (more micro-
phone observations, the better the noise reduction performance)
and as it outputs the best MSE estimate of the target signal.
Binaural filters require that noisy observations from one HA are
transmitted to the other one (e.g., through a wireless link) in
order to be combined with local observations. Typically, trans-
mission capacities are limited due to limited battery life-time
[11], [12], which necessitates data compression. Ideally, the al-
gorithm trades off the transmission bit-rate of contralateral HA
observations against the estimation error of the target signal
[12, Section I], which is remotely (i.e., indirectly after being
filtered by the room channel) observable at the HAs .

From an information theoretic viewpoint, such an estimator
can be seen as remote source coding [13]–[15]. Since the beam-
former needs to decode the transmitted signals and combine
these with its local observations (which are available error-free
as “side information”), the more accurate problem formulation
would be that of remote source coding with side information
at the decoder. For directly observable sources this problem is
referred to as Wyner-Ziv (WZ) coding [16] and for remote (i.e.,
indirectly observable) sources as remote WZ coding [17]. In fact,
in remote source coding problems the (remote) target signals are
of interest, and not necessarily the (noisy) direct observations. In
[12, Section III-A] this problem is considered, assuming jointly
Gaussian random sources, and an optimal tradeoff between the
transmission rate and the MSE between the target signal and
its estimate is derived. The method provides an upper bound
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on the performance of the minimum MSE (MMSE)-based rate-
constrained binaural beamforming algorithms. However, the re-
quirement of knowing the (joint) statistics severely limits the
application of the method in practice. In fact, the joint statistics
between the two HA observations remain unknown in practice
and can only be estimated if realizations are exchanged between
the HAs.

Several sub-optimal approaches are proposed in [12,
Section III-B], [18]–[20] in which local functions of the con-
tralateral observations are transmitted, projecting the multiple
signals on to a single signal. These methods provide practical
alternatives to the optimal method in [12, Section III-A], as they
do not need the knowledge of the (joint) statistics. However,
the blind projection of the multi-microphone observations to
one signal tends to a significant asymptotic mismatch in the
performance even at sufficiently high rates [18]. An iterative re-
duced bandwidth MWF-based beamformer is proposed in [20],
where local estimates of the target signal are assumed to be
exchanged error-free between the HAs without any rate con-
straint. It is shown in [20] that for a single target signal, the
iterative approach converges to the binaural MWF after suffi-
cient transmissions between HAs. However, when analyzing the
rate-constrained scenario [21], the total rate is distributed over
transmissions (iterations) which results in a poor final perfor-
mance (after convergence) in terms of bit-rate.

Typically, the aforementioned sub-optimal approaches do not
make use of the joint statistics between the two HA observa-
tions. As a result, before exchanging the signals, some infor-
mation will be removed which may be necessary for the other
side to cancel out the noise sources, leading to an asymptotic
sub-optimality. By asymptotic sub-optimality, we mean that the
performance does not approach the optimal performance for in-
creasing rate. Therefore, any knowledge (even incomplete) of
the (joint) statistics between the nodes may be crucial to keep the
necessary information when filtering the information, resolving
the asymptotic sub-optimality, and to provide a good tradeoff
between the rate and the distortion. This motivates trying to
estimate the joint statistics.

In this paper, we study the performance of sub-optimal
rate-constrained noise reduction techniques based on a unified
encoding-decoding framework which can easily be translated
to the existing sub-optimal schemes by changing certain
parameters. Moreover, we propose an asymmetric sequential
coding approach for the transmission of the information from
one HA to the other HA (which we will refer to as Link 1) and
vice versa (which we will refer to as Link 2 ). In addition, we
propose an extension of the probability distribution preserving
quantization method [22], to vector sources, to be used in
Link 1. Using this distribution preserving quantization, the
unquantized statistics can be retrieved and used to apply the
optimal coding strategy [12, Section III-A] in Link 2. Based
on the MSE criteria, the distortion gap between the monaural
noise reduction approach, in which there is no communication
between devices, and different sub-optimal/optimal noise
reduction approaches are compared for both links. The results
show that the proposed methods outperform the sub-optimal
approaches in most practical scenarios and confirm the optimal
asymptotic behavior of the proposed methods.

The paper is organized as follows. In Section II the binaural
HA problem is stated and the well-known information theoretic
rate-distortion tradeoff is introduced. In Section III we state the
rate-constrained noise reduction problem in a unified framework
and the optimal and some sub-optimal approaches are explained.
The proposed asymmetric 2-way coding scheme is presented
in Section IV. The performance analysis of the proposed and
existing methods is carried out in Section V. Finally, Section VI
concludes the paper.

II. PROBLEM STATEMENT

A. Signal Model

A typical binaural HA system consists of two wireless
collaborating HAs. Assume that the left-side and right-side
HAs include M1 , and M2 microphones, respectively, with
M = M1 + M2 microphones in total. All microphones record
a filtered version of the target speech signal which is denoted in
the frequency domain by S[k], corrupted by and additive noise
N [k], with k the discrete frequency bin index. The frequency-
domain description of the noisy observation captured by the ith
microphone is given by

Yi [k] = Ai [k]S[k] + Ni [k], (1)

where i = 1, . . . ,M , Ai is the acoustic transfer function (ATF)
between the target signal and the ith microphone. Stacking all
noisy observations across the microphones in a vector, the signal
model can be rewritten as

y = x + n, y ∈ CM . (2)

where y = [Y1 [k], . . . , YM 1 [k], YM 1 +1 [k], . . . , YM [k]]Tdenotes
the total M noisy microphone signals, x = aS, and

a = [A1 [k], . . . , AM [k]]T ,n = [N1 [k], . . . , NM [k]]T .

Note that the frequency index k is omitted, when defining the
signal vectors, for ease of notation. To distinguish between
the left-side and the right-side noisy microphone observations,
vectors y1 ∈ CM 1 and y2 ∈ CM 2 are defined, respectively, as
y1 = [Y1 [k], . . . , YM 1 [k]]T and y2 = [YM 1 +1 [k], . . . , YM [k]]T .
The superscripts (·)T and (·)H denote transpose and conjugate
transpose operators, respectively. All sources are assumed to be
zero-mean and mutually uncorrelated. The cross-power spectral
density (CPSD) matrix of the noisy signal vector y, denoted
by Φy , can then be written as Φy = Φx + Φn ,Φ(·) ∈ CM ×M ,
with Φx = ΦSaaH . Here, ΦS is the power spectral density
(PSD) of the clean speech signal S and Φn = E[nnH], where
E[·] denotes the expectation.

The goal of the multi-microphone noise reduction algorithms
is to estimate the clean speech signal while suppressing the
environmental noise power. The binaural MWF [7], [8] consists
of two filters (the left-side and the right-side filters). Let the
left and right reference microphone indices be denoted by 1
and M1 + 1, respectively. The filters estimate the target signal
at the left-side and the right-side reference microphones, say
S1 = A1S and S2 = AM 1 +1S, respectively, by minimizing the
MSE between the target signal and its estimates, say Ŝ1 and
Ŝ2 , respectively. Scalars A1 and AM 1 +1 denote the ATFs with
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Fig. 1. Forward test channel representation of lossy source coding.

respect to the corresponding reference microphones. Finally, the
estimates are given by Ŝ�

1 = E[S1 |y] and Ŝ�
2 = E[S2 |y].

Computing each of these MWF outputs requires the avail-
ability of the error-free contralateral noisy signal realizations. In
practice, only a compressed/quantized version of the contralat-
eral noisy signals are available. These signals are compressed
at a certain rate. Therefore, the problem can be viewed as a
rate-constrained estimation task which will be described in the
next section.

B. Rate-Distortion Function (RDF) [13, Ch. 4]

Let sN = {s[i]}N
i=1 be a sequence of discrete stationary Gaus-

sian source samples, where s[i] ∈ C and N is the number of
samples. The sequence sN can be thought of as a single micro-
phone observation along the time-axis. Assume that the encoder
maps the sequence with R bits per sample to a bit sequence. The
decoder receives the bit sequence and produces the quantized
sequence ŝN = {ŝ[i]}N

i=1 .
The direct rate-distortion problem is to find the minimum

asymptotic achievable rate at which the sequence can be encoded
such that the reconstruction error does not exceed a certain
value D, as N → ∞ [13]. The problem is solved in [13, Ch. 4]
and a parametric rate-distortion tradeoff is found, analytically.
To achieve the optimal tradeoff [13, Ch. 4], for a stationary
Gaussian source, the optimal forward test channel interpretation
is presented in [13, Ch. 4] and [18, Section 3], which is illustrated
in Fig. 1, where the quantization procedure in the frequency
domain can be thought of as a test channel with input s(Ω) and
output ŝ(Ω). The channel noise e(Ω) is uncorrelated to the input
source s(Ω). The quantization parameters are computed as [13]

β(Ω) = max

(
0, 1 − θ

Φs(Ω)

)
,

Φe(Ω) = max

(
0, θ

(
1 − θ

Φs(Ω)

))
, (3)

where Φs is the PSD of the sequence sN , N → ∞, and
θ ∈ (0, sup Φs ] denotes the “reverse water filling” threshold pa-
rameter [13], [23].

III. RATE-CONSTRAINED NOISE REDUCTION

Binaural rate-constrained noise reduction (RCNR) aims at
estimating the target signal at the reference microphones, given
some local observations and the quantized contralateral ob-
servations, such that the communication rate between HAs is
minimized, satisfying a certain constraint. For the right-side
beamformer, the local observation vector y2 acts as the “side
information” and y1 as the contralateral observations. A similar
argument holds for the left-side beamformer.

Fig. 2. Optimal rate-constrained beamforming.

Most approaches like [12], [18] use the following structure
of three stages. First, the contralateral observations are filtered
prior to being quantized, as we are interested in information
about the target source (S1 or S2) and not necessarily in those of
the contralateral noisy observations themselves (filtering stage).
Second, the filtered signals are quantized and transmitted to the
other side (quantization stage). Finally, the target signal is esti-
mated given the side information and the filtered-quantized con-
tralateral observations (estimation stage). Existing approaches
differ in how different operators for these three processing stages
of filtering, quantization, and final estimation are chosen, which
we will explain using the above-mentioned unified description.

A. Optimal Rate-Constrained Noise Reduction

Encoding the sources for a decoder which has access to the
side information is known as the Wyner-Ziv (WZ) problem
[16]. Based on the WZ coding, In [12, Section III-A] the prob-
lem is optimally solved for the multiple microphones per HA
setup (binaural setup) and the optimal rate-distortion tradeoff is
found analytically. For stationary Gaussian sources, the inter-
pretation of the optimal RCNR system is illustrated in Fig. 2
[12, Section III-A]. From the right-side beamformer’s per-
spective, first, the left-side noisy signals (y1) are filtered as
Y12 = (wo

1 )
Hy1 , using the joint statistics between the HA ob-

servations, with the optimal coefficients wo
1 computed as

wo
1 = Φ−1

ȳ1
Φȳ1 S2 , wo

1 ∈ CM 1×1 (4)

where Φȳ1 is the CPSD matrix of the direct innovation process
ȳ1 defined as ȳ1 = y1 − E[y1 |y2 ] and Φȳ1 S2 is the CPSD
vector between S2 and ȳ1 .

Second, using the WZ coding philosophy [16], the filtered
signal Y12 will be optimally encoded, knowing the joint statistics
and that the decoder has access to y2 . The WZ-based decoder
(Fig. 2) consists of an MMSE estimator, which estimates S2 ,
the target signal at the right-side reference microphone, given
y2 and the quantized version of Y12 . See [12, Section III-A] for
more details.

B. Sub-Optimal Rate-Constrained Noise Reduction

Achieving the optimal rate-distortion tradeoff as in [12,
Section III-A] requires knowledge of the joint statistics between
the noisy signals from both HAs, which are not available in prac-
tice. In [12, Section III-B] a sub-optimal method is presented
in which a local estimate of the target signal, without using
the correlation between the two HA observations, is transmitted
to the contralateral device. However, in the presence of point
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Fig. 3. Sub-optimal rate-constrained beamforming.

noise sources, the performance does not approach the ideal bin-
aural performance, not even asymptotically (at infinite bit-rate)
and a significant loss will occur at high rates, as confirmed by
experiments in Section V. Two alternatives to the method pre-
sented in [12, Section III-B] were proposed in [18], [19]. We
briefly explain these sub-optimal methods based on a unified
communication scheme illustrated in Fig. 3.

Unlike [12, Section III-A], the sub-optimal filter ws
1 , shown

in Fig. 3, is only a function of the local observations. The above-
mentioned sub-optimal methods differ from each other in how
the filter ws

1 is chosen. For example, in [12, Section III-B], ws
1

denotes a filter which locally estimates the target signal, without
any access to the side information.

The quantization stage in Fig. 3 can be represented by the
forward test channel (Fig. 1) with input Y12 and output Ỹ12 .
The final MMSE estimate of the desired signal S2 is given by
Ŝ2 = f(y2 , Ỹ12) and the corresponding MMSE by [18]

D2(θ) =
1
2π

∫ 2π

0
[ΦS2 (Ω) − ΦS2 ỹ(Ω)Φ−1

ỹ (Ω)ΦỹS2 (Ω)]dΩ,

(5)
where ỹ = [yT

2 , Ỹ12 ]T . Note that Ỹ12 depends on the rate of
transmission.

IV. ASYMMETRIC CODING FOR RCNR

As described in Section III-B, the main limitation of the sub-
optimal methods is that they are not even asymptotically op-
timal, because of the blind filtering stage at the start of the
communication chain. This results in a significant performance
loss, as shown in Section V.

Our proposed idea is to leave all contralateral observations
active, at least in one direction (for example, in the transmis-
sion from left-to-right) in order to exploit some statistics which
will be helpful for informed coding in the other direction. This
brings the notion of vector source quantization into the estima-
tion process in one link. Assuming stationarity in the time do-
main and sufficiently large sample sequences, the quantization
can be performed in the frequency domain assuming indepen-
dent frequency bins. However, it is noteworthy that microphones
at different spatial positions generally capture the sources with
different powers, resulting in spatially non-stationary signals.
Therefore the optimal quantization for microphone signals is
done in the frequency domain along the time axis and in the
eigenvalue domain of the CPSDs along the space axes. This
will become more clear in Section IV-A1.

We propose a 2-way sequential coding scheme for commu-
nication between two HAs. This scheme is asymmetric in the

sense that the quantization in one link is different from the other
link. The proposed coding scheme is sequential meaning that
some information is exploited in one link to be used in coding
in another link. The scheme is illustrated in Fig. 4. The link
where the communication starts is referred to as “Link 1” and
vice versa as “Link 2”. Let us assume the communication starts
from the left HA to the right HA. In the following, we explain
the proposed architecture.

A. Link 1: From Left-to-Right

Unlike the common RCNR techniques, in this method, the
observation vector y1 is not projected onto a scalar signal (i.e.,
without filtering) for two reasons. First, we wish to resolve the
asymptotic sub-optimality problem at high rates, and secondly,
we wish to exploit the joint statistics at the right-side HA to
reduce the redundancy in information transmission in Link 2.
We introduce two methods based on the architecture in Fig. 4(a).

1) Method 1. RDF for Vector Sources With Memory: In
Section II-B we explained the RDF for a time-stationary Gaus-
sian source which accounts for one sensor observation in time.
In order to quantize more than one observation, an extension
to vector sources is required, which is presented in [24]. Re-
call that in the scalar case (Section II-B), the correlation matrix
Φs is (for N → ∞) diagonalizable by the Fourier transform
and, hence, the RDF can be written in terms of the PSD of
the stationary source, i.e., Φs [13]. Different from the scalar
case in Section II-B, the correlation matrices involving multiple
microphone observations are not diagonalizable by the (spa-
tial) Fourier transform. Therefore, the resulting RDF for vector
sources of such (spatially) non-stationary sources is different
from that of the scalar case in Section II-B, and will be ex-
plained in the following.

Given a discrete-time sequence of zero-mean time-stationary
vector Gaussian sources, say {s[n]}N −1

n=0 , where s[·] ∈ RM ×1

can be any vector source (like the noisy observations), the cross
correlation matrix is given by

Σs =

⎡
⎢⎢⎢⎢⎢⎢⎣

Σ0 Σ−1 . . . Σ−(N −1)

Σ1
. . .

. . . Σ−(N −2)

...
. . .

. . .
...

Σ(N −1) Σ(N −2) . . . Σ0

⎤
⎥⎥⎥⎥⎥⎥⎦

(6)

where Σs ∈ RN M ×N M is a block-Toeplitz matrix. Matri-
ces Σi ∈ RM ×M , i = −(N − 1), . . . , (N − 1) are of en-
tries [Σi ]uv = E[su [n + i]sv [n]], for all 0 ≤ n ≤ N − 1. The
scalars su [·] is the uth entry in s[·] and [Σi ]uv is the (statistical)
cross correlation, u, v = 1, . . . ,M . Stacking {s[n]}N −1

n=0 into
a vector, say svec = [sT [0]...sT [N − 1]]T , the rate-distortion
tradeoff for stationary vector svec is given by [13]

RMN (θ) =
MN∑
i=1

max

(
0,

1
2

log
λi(Σs)

θ

)

DMN (θ) =
MN∑
i=1

min(θ, λi(Σs)), (7)
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Fig. 4. Proposed asymmetric 2-way coding scheme.

where λi(Σ) is the ith eigenvalue of a matrix Σ. From Szego’s
theorem [25], the asymptotic eigenvalue distribution of Toeplitz
matrices corresponds to those of the PSD values in the frequency
domain. The extensions to the Szego’s theorem are proposed in
[26] and [27] which state that for any Hermitian block-Toeplitz
matrix (here Σs) the asymptotic behavior of an arbitrary func-
tion of eigenvalues follows that of corresponding CPSD matrices
in the frequency domain, i.e.,

lim
N →∞

1
N

MN∑
i=1

F (λi(Σs)) =
1
2π

∫ π

−π

M∑
u=1

F (λu (Φs(Ω)))dΩ,

(8)
where Φs is the CPSD matrix with respect to the vector sequence
{s[n]}N −1

n=0 with elements [Φs ]uv =
∑∞

k=−∞[Σk ]u,v e−jΩk .
F (·) is an arbitrary function applied on the eigenvalues. Based
on (8), asymptotically as N → ∞, the RDF in (7) can be rewrit-
ten as

R∗(θ) = lim
N →∞

1
N

RMN

=
1
2π

∫ π

−π

M∑
u=1

max

(
0,

1
2

log
λu (Φs(Ω))

θ

)
dΩ

D∗(θ) = lim
N →∞

1
N

DMN =
1
2π

∫ π

−π

M∑
u=1

min(θ, λu (Φs(Ω)))dΩ,

(9)

where the rate R∗(θ) is per source vector s[n] ∈ RM ×1 . The
entries of the vector s[n] can be thought of as spatial samples
captured by M microphones. Microphone samples usually have
different powers. In other words, matrices Σi , which can be
thought of as the cross correlation matrix across microphone
samples, are not necessarily Toeplitz. Therefore Φs will not
be spatially diagonalizable by the spatial Fourier transform, not
even asymptotically, as the number of the microphones increases
(M → ∞) and the Karhunen-Love transform (KLT) matrix is
in need for optimal coding in (9).

Note that the distortion D∗(θ) is the MSE between the vector
source s[n] and its quantized version, say s̃[n]. We use this RDF
for vector source quantization (the dashed box in Fig. 4(a)). In
Link 1, we are interested in estimating S2 . Therefore, with ap-
propriate translation of the RDF in (9), the following procedure
is described based on Fig. 4(a).

First, the observations y1 are spatially decorrelated as

z1 = Ay1 , A ∈ CM 1×M 1 (10)

where A is a matrix whose rows are the eigenvectors of the
CPSD matrix Φy1 . The CPSD matrix Φz1 of the decorre-
lated vector z1 is diagonal with diagonal elements [Φz1 ]uu =
λu (Φy1), where λ(·) is the eigenvalue operator. Second, z1 is
quantized, achieving the RDF presented in (9) by replacing Φs

in (9) with Φy1 . It can be shown that the following quantization
model is obtained

z̃1 = Bz1 + e1 , (11)

where z̃1 is interpreted as a transformed-quantized left-side
noisy observation. As the elements of z1 are uncorrelated, the
vector quantizer in (9) can be interpreted as M1 test channels
corresponding to Fig. 1. The Vector e1 can be thought of as
M1 test channel noises. Therefore matrices B,Φe1 ∈ RM 1 ×M 1

will be diagonal and the diagonal elements are computed based
on (3), replacing Φs(Ω) by [Φz1 ]uu (Ω), respectively. Applying
the inverse-decorrelation matrix A−1 to reproduce quantized
left-side observations, we obtain

ỹ1 = A−1(Bz1 + e1) = Cy1 + A−1e1 , (12)

where C = A−1BA. Finally, the estimator f2 estimates the
target signal S2 as Ŝ2 = f2(y2 , ỹ1) = E[S2 |y2 , ỹ1 ]. The direct
distortion per frequency between y1 and its quantized version
ỹ1 is given by tr{Φd1 (Ω)}, where Φd1 is the CPSD matrix of
the direct error process d1 = y1 − ỹ1 , and tr{·} denotes the
trace operator on a matrix. We have

tr{Φd1 (Ω)} =
M∑

u=1

min(θ, [Φz1 ]uu (Ω)). (13)

As [Φz1 (Ω)]uu = λu (Φy1 (Ω)), the overall MSE over all fre-
quencies corresponds to the distortion in (9) with λu (Φs) re-
placed by λu (Φy1 ) = [Φz1 ]uu . The final (remote) distortion
corresponds to (5) with ỹ = [yT

2 ỹT
1 ]T .

2) (Joint) Statistics Estimation: Based on the quantized left-
side signal model in (12), the second order statistics in the
frequency domain can be written as

Φỹ1 = CΦy1 C
H + A−1Φe1 A

−H

Φy1 = C−1 (
Φỹ1 − A−1Φe1 A

−H
)
C−H . (14)
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To retrieve Φy1 we need to know B,A, and Φe1 . The ele-
ments of the diagonal matrix B depend on the reverse water-
filling parameter θ and the diagonal elements of Φz1 . The scalar
value θ is chosen by fixing the transmission bit-rate or the distor-
tion. Moreover, using the backward test channel interpretation
in [13], [23], for θ < [Φz1 ]uu (Ω) we have

[Φz1 ]uu (Ω) = [Φz̃1 ]uu (Ω) + θ. (15)

Equation (15) shows that at high rates (small θ) it is possible
to retrieve the unquantized statistics of the transformed signal
z1 from the quantized signal z̃1 . Using the property in (15),
Φz1 can be retrieved, estimating the quantized PSDs [Φz̃1 ]uu

given the quantized realizations in the frequency domain, for a
sufficiently small θ. Therefore, the matrix B can be computed at
the decoder. Following a similar procedure, the diagonal matrix
Φe1 = E[e1eH

1 ] can be computed. Computing A requires the
data dependent KLT. As we often do not know this, we test in
Section V the algorithm, next to the true A based on the KLT,
also with an A based on the fixed discrete cosine transform
(DCT). Finally, computing B and fixing A, the matrix C is
known and the local statistics Φy1 = E[y1yH

1 ] are retrieved at
the decoder. Moreover, the joint statistics between the two side
observations are retrieved as

E
[
y1yH

2
]

= C−1E
[
ỹ1yH

2
]
. (16)

Note that the statistics (joint or local) at a certain frequency Ω
can be retrieved only if the matrix C(Ω) is invertible and the
PSD of the source at that frequency is positive. This implies
that B(Ω) should be invertible, as A(Ω) is an orthogonal and
invertible matrix. Since B(Ω) is a diagonal matrix, all elements
should be positive, implying that θ < minu [Φz1 ]uu (Ω), for a
particular frequency. For B to be invertible in all frequencies,
the condition is rewritten as θ < minΩ minu [Φz1 ]uu (Ω). This
condition is satisfied only at sufficiently high rates. In fact, at
lower rates, the reverse-water filling algorithm tries to allocate
more bit-rate to the frequency components with greater PSD
values and zero bit rate to those with smaller (than the threshold
θ) PSD values. In this case B becomes singular and, as a result,
smaller PSDs cannot be retrieved at the decoder. In the next
part of this section, another quantization method is proposed to
address this limitation and guarantee the invertible B matrix for
all frequencies.

3) Method 2. PDF Preserving Source Coding for Sources
With Memory: Reverse-water filling for vector sources (Method
1) cannot guarantee positive bit-rates for strictly positive PSDs.
To keep all frequency components of the signal active after the
quantization, a constrained source coding approach was pro-
posed in [28]. This method imposes an extra constraint to the
original lossy source coding problem such that the probabil-
ity distribution of the signal is preserved after the quantization
process. The distribution preserving RDF (DP-RDF) is given
in [22, Proposition 1] for a time-stationary Gaussian process,
which can be thought of as a single microphone observation. As
there are multiple microphones per HA, we extend this result to
multiple observations and find the DP-RDF for vector sources
with memory. Moreover, we propose a conceptual test channel
interpretation to achieve such a rate-distortion tradeoff.

Proposition 1: The DP-RDF for a discrete-time sequence
of zero-mean time-stationary vector Gaussian sources, say
{s[n]}N −1

n=0 , where s[·] ∈ RM ×1 with the corresponding block-
Toeplitz cross correlation matrix Σs , and the Hermitian CPSD
matrix Φs is given by

RDP (μ) =

1
2π

∫ π

−π

M∑
u=1

log2
λu (Φs(Ω))(

λu (Φs(Ω))Du (μ,Ω) − D 2
u (μ,Ω)

4

) 1
2
dΩ

DDP (μ) =
1
2π

∫ π

−π

M∑
u=1

Du (μ,Ω)dΩ, (17)

where

Du (μ,Ω) = 2 λu (Φs(Ω)) + μ − (4 λ2
u (Φs(Ω)) + μ2)

1
2 ,
(18)

for Du (μ,Ω) < 2λu (Φs(Ω)). The variable μ denotes a La-
grange parameter [22], which relates the rate to the distortion
and satisfies the constraint on the distortion. Similar to “reverse
water-filling” problems [13] with parameter θ, μ can be found by
either fixing the total rate RDP or the total distortion DDP . The
rate is per vector source s[·] ∈ RM ×1 . The distortion DDP (μ)
is the averaged MSE between the vector source s[·] and the
quantized source ŝ[·]. See Appendix A for derivations.

Equation (17) represents the proposed extension to the DP-
RDF for vector sources. Note that (17) is only valid for strictly
positive CPSD eigenvalues (λu (Φ(Ω)) > 0). For λu (Φ(Ω)) =
0 the rate allocated to such frequency component will be zero.
Unlike Method 1 (reverse water filling), here all frequency com-
ponents with strictly positive CPSD eigenvalues are allocated
with positive rates. Therefore, the PSDs can be retrieved from
the quantized signal vector at the decoder. Comparing the direct
distortions in (17) and (9), the gap in distortions is 3 dB at zero
bit-rate and it vanishes asymptotically [28]. However, as we are
interested in estimating the source S2 , it is not clear if Method 1
is better than Method 2 with respect to the final distortion, as the
joint statistics are not available at the encoder in both methods.

Appendix B shows that the conceptual test channel interpreta-
tion, shown in the dashed box in Fig. 4(a), achieves the DP-RDF
in (17), but with different quantization parameters from those
in Method 1. First y1 , is spatially decorrelated (z1 = Ay1).
Then the decorrelated signals are quantized using the proposed
distribution preserving quantization, z̃1 = Bz1 + e1 with quan-
tization parameters given as (see Appendix B):

B(Ω) = diag{β1(Ω), . . . , βM 1 (Ω)}

= diag

{
1 − D1(μ,Ω)

2 λ1(Φy1 (Ω))
, . . . , 1 − DM (μ,Ω)

2 λM (ΦyM 1
(Ω))

}

Φe1 (Ω) = diag

{
β1(Ω) + 1

2
D1(μ,Ω), . . . ,

βM (Ω) + 1
2

DM (μ,Ω)
}

. (19)
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The quantized signal ỹ1 is computed by applying the inverse
transform matrix A−1 as ỹ1 = A−1 z̃1 . Finally the target signal
is estimated as Ŝ2 = E[S2 |ỹ1 ,y2 ].

The procedure to retrieve (joint) statistics is as follows. As
the second order statistics of y1 are preserved, Φy1 = Φỹ1

holds. Φỹ1 can be estimated using realizations in the frequency
domain. By informing the decoder of the scalar parameter μ, the
invertible matrices B and Φe1 in (19) are known at the decoder.
Knowing B and fixing A, C is known. Therefore, based on (16)
the joint statistics are retrieved.

B. Link 2: From Right-to-Left

The goal in Link 2 is to transmit the filtered-quantized right-
side observations in order to estimate the target signal at the left-
side reference microphone S1 . As the lossy (quantized) version
of the left-side observation (ỹ1) is available at the right-side, it
acts as a (lossy) side information at the right-side encoder. We
use this information to reduce the redundancy in the transmis-
sion of the information. This is done by the proposed coding
architecture, illustrated in Fig. 4(b). As shown, different coding
algorithms can be obtained by changing the switch l and by
using different methods in Link 1. Note that if for example, the
switch l is open, i.e., l = 0, the realization of y1 will not be used
at the decoder. The side information at the left-side decoder is
y1 . We describe some possible scenarios.

1) Case a. Coding With Quantized Statistics and With l = 0:
In this case we assume the Method 1 is chosen in Link 1. The
idea is to pre-filter the right-side observations y2 using quan-
tized statistics retrieved from Link 1 and directly quantize and
transmit them to the other side. The sub-optimal filter coeffi-
cients wa

2 (compared to the optimal filter in (4)) are computed
as wa

2 = Φ−1
ȳa

2
Φȳa

2 S1 , where Φȳa
2

is the CPSD matrix of the
innovation process ȳa

2 = y2 − E[y2 |ỹ1 ]. The filter coefficients
are computed in a similar fashion to the one in optimal RCNR
approach, described in Section III-A, except that here only the
lossy side information ỹ1 is available and not the lossless y1 .
In this way, we try to reduce some information redundancy in
estimating S1 of y2 given ỹ1 .

The filtered scalar signal Y a
21 = (wa

2 )Hy2 is encoded for a de-
coder that has no access to the side information y1 (the switch l
is open). This means that Y a

21 is directly (blindly) quantized, i.e.,
Ỹ a

21 = βa
2 Y a

21 + Ea
2 . The quantization parameters correspond to

(3) with replacing Φs with ΦY a
2 1

= (wa
2 )HΦy2 w

a
2 . In fact, ỹ1

is used for estimating the filter coefficients wa
2 , but not used in

the coding process. Finally the MWF filter is applied to the total
observations ỹ = [yT

1 Ỹ a
21 ]

T and the target signal S1 is estimated
as Ŝ1 = f1(ỹ) = E[S1 |ỹ].

2) Case b. Coding With Unquantized Statistics and With
l = 0: In the previous case, we estimated the (joint) statistics
based on the lossy side information ỹ1 (Method 1). There-
fore, the filtering coefficients are not estimated in an optimal
manner as some frequency components are truncated, espe-
cially at lower rates. To estimate the optimal filter we do
not need the actual realizations of the lossless side informa-
tion y1 . Instead, we only need to estimate the (joint) un-
quantized statistics from ỹ1 . To do so, Method 2 is chosen

in Link 1. The use of DP quantization enables retrieving the
unquantized statistics E[y1yH

2 ] and E[y1yH
1 ] at all frequen-

cies. The procedure to estimate the statistics is described in
the Section IV-A2. The optimal right-side filter coefficients
wo

2 are computed, similar to (4), as wo
2 = Φ−1

ȳ2
Φȳ2 S1 , where

Φȳ2 = Φy2 − Φy2 y1 Φ
−1
y1

Φy1 y2 is the CPSD matrix of the in-
novation process ȳ2 = y2 − E[y2 |y1 ]. The direct quantization
and final estimation stages resembles those of case a with a
different filtered signal Y21 = (wo

2 )
Hy2 .

3) Case c. Optimal Coding with Unquantized Statistics and
With l = 1: Like the Case b, in this case, again we use Method
2 in Link 1 since we want to preserve the statistics to compute
optimal filter for Link 2. Following the optimal RCNR (when the
switch l is closed) the right-side processor encodes the filtered
signal Y21 = (wo

2 )
Hy2 for a decoder which has access to the

side information y1 . Therefore unlike case a and case b, here
the quantization stage is a side information informed process
(remote Wyner-Ziv quantizer). The filtered-quantized signal is
given by Ỹ21 = βo

2 Y21 + Eo
2 . The optimal (remote Wyner-Ziv)

quantization parameters βo
2 and ΦE o

2
correspond to (3) with Φs

replaced by (wo
2)

HΦȳ2 w
o
2 . It is important to note that here the

quantization scaling factor βo
2 is now a function of the side

information y1 (only a function of the statistics, not the realiza-
tions). This necessitates some extra information to be available
at the decoder in order to decode indices which are computed
knowing the fact that y1 would be available at the decoder. This
extra information includes the joint entropy between y1 and
Ỹ21 . Knowing this information at the decoder, we can touch the
performance bound of the optimal RCNR at least in one link
(Link 2) in our proposed 2-way communication system. The
final conditional mean estimator, which was included in the de-
coder box in the optimal RCNR architecture in Fig. 2, resembles
that of the Case a, except with the different filtered-quantized
signal Ỹ21 .

V. PERFORMANCE EVALUATION

In this section, we compare the performance of the ap-
proaches, described in the previous sections, as a function of
transmission bit-rate. We evaluate the methods based on two per-
formance measures. The first performance measure presented in
[12] and [18], is defined as the ratio of the MSE when there is
no communication between the HAs to the one when the data
is quantized before transmission. The output gains with respect
to the two beamformers are given by

G1(R1) =
D1(0)

D1(R1)
, G2(R2) =

D2(0)
D2(R2)

, (20)

where Di(·), i = 1, 2 are defined in (5) but with different outputs
Ŝi for different approaches. Note that the final outputs Ŝi , i =
1, 2 are functions of the corresponding bit-rates as the data is
quantized. For example, D1(R1) denotes the MSE between the
target source at the left-side reference microphone S1 and its
estimate Ŝ1 when the data is quantized and transmitted at R1
bit-rate from the right-side HA to the left one (Link 2). D1(0)
denotes the left-side MSE when there is no communication
between HAs. i.e., R1 = 0.
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Fig. 5. Typical acoustic scene. The Target signal, interferers, and microphones
are denoted by the Green circle, the black triangles, and the black “+” symbols,
respectively.

Another performance measure which we refer to as “binaural
gain” is proposed in [12] and is defined as the ratio of the sum
of the MSEs with respect to the two HA reference microphones,
when there is no communication between HAs to the one when
the data is quantized and transmitted in both links at certain
bit-rates, i.e.,

GB (RT ) =
D1(0) + D2(0)

D1(R1) + D2(R2)
, (21)

where RT = R1 + R2 is the total rate budget for two links.
The performance of the following approaches are compared
throughout this section

� B-MWF: The full binaural MWF from [7], without quan-
tization.

� OPT: Optimal approach from [12, Section III-A]
(Section III-A)

� SIG: Sub-optimal approach from [12]: An estimate of the
target signal is transmitted to the contralateral processor
(Section III-B)

� INT: Sub-optimal approach from [18]: An estimate of the
undesired (interfering) signal is transmitted to the con-
tralateral processor (Section III-B)

� RAW: Sub-optimal approach from [18]: A raw reference
microphone signal is transmitted to the contralateral pro-
cessor, without any pre-filtering (Section III-B)

� M1: Method 1 in Link 1 (Section IV-A1 )
� M2: Method 2 in Link 1 (Section IV-A3)
� L2a: Proposed sequential sub-optimal approach for Link 2

using Method 1 in Link 1 (Case a, Section IV-B1)
� L2b: Proposed sequential sub-optimal approach for Link

2 using Method 2 in Link 1 (Case b, Section IV-B2)
� L2c: Proposed sequential optimal approach for Link 2 us-

ing Method 2 in Link 1 (Case c, Section IV-B3)
The acoustic scene used for the experiments is illustrated

in Fig. 5. The four black “+” symbols indicate the micro-
phones mounted on the virtual head. The planar distance be-
tween the two microphones per HA is 0.76 cm. The radius of
the virtual head is set to 8.2 cm [29]. The Green circle de-
notes the desired (target) speech signal which is assumed to

be fixed 0.8 m from the origin in front of the head for all
experiments. The black triangles denote the interferers. The
number and the position of the interferers vary in different ex-
periments. Interferers are located randomly at different angles,
say α = tan−1( y

x ) − π
2 and different distances from the origin

((x, y) = (0, 0)), say r =
√

x2 + y2 . In this paper zero degrees
corresponds to the direction straight ahead of the HA user and the
angles are computed counterclockwise. All point noise sources
have flat PSDs Φ(.)(Ω) over the interval Ω ∈ [−πFs, πFs ]
where Fs = 16 kHz. ATFs in (1) are found via head-related
transfer functions (HRTF)s from the database in [29]. The PSD
of the target speech signal is estimated based on the Welch’s
method using 12.5 seconds of the recorded speech at 16 kHz
sampling frequency from the “CMU-ARCTIC” [30] database,
without considering voice activity detection (VAD) errors. We
used 512-point frames with 50% overlap and discrete Fourier
transform (DFT) size of 1024 for the PSD estimation process.

A. Uncorrelated Noise

In this scenario, per microphone, the target signal is degraded
by additive white Gaussian noise (AWGN), uncorrelated to the
signal as well as across microphones, having the same variance
among all microphones. Note that there is no point noise source
(interferer) here. The uncorrelated noise power is set such that
the input signal to noise ratio (SNR) at the corresponding left-
side and right-side reference microphones, say SNR1 and SNR2 ,
respectively, be approximately 30 dB. Based on the performance
measures in (20), the output gains (in dB) in terms of bit per
sample (bps) are shown in Fig. 6 for Link 1 and Link 2, for
the above-mentioned approaches. By M1-DCT we mean that
the method M1 uses the fixed discrete cosine transform (DCT)
matrix for the matrix A in (10), when spatially decorrelating the
signals in the frequency domain. The similar explanation holds
for M1-KLT, M2-KLT, and M2-DCT. Note that the method
L2a-KLT in Link 2 is sequentially related to the Method 1 (M1-
KLT) in Link 1 as it uses the signal statistics quantized by
Method 1. The similar relation holds between L2a-DCT and
M1-DCT. L2b and L2c are related to the Method 2 in Link
1. Their performances remain the same using KLT or DCT
matrices in Method 2, as they use the retrieved (unquantized)
statistics. These explanations hold also for other experiments in
this section.

Based on Fig. 6 we can make the following observations
� Method SIG is asymptotically optimal as argued in [18]

in the presence of uncorrelated noise only. As the noise
components at the two sides are independent, no necessary
information will be removed by estimating the desired part
of the signal and sending it to the other side.

� Method INT has no gain compared the monaural setup.
With a similar argument, estimating the noise on one side
has no added information for the other side, resulting in no
increase in the performance.

� M1 and M2 outperform methods RAW and INT since
they are not even asymptotically optimal. In the presence
of only uncorrelated noise, any extra observation (extra
microphone signal) can help to increase the performance.
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Fig. 6. Output gains in the presence of uncorrelated noise only.

Method RAW in [18] chooses only one microphone signal
(out of two), which degrades the performance.

� L2a and L2b have almost the same performance as the
SIG method since almost no redundancy in information is
remained after locally estimating the target signal itself.

� L2c is an optimal coding scheme in Link 2. It takes the
correlation between the filtered observation and the side
information into account and encodes the filtered signals
knowing the fact that the decoder can revive the corre-
lated information which is reduced during the encoding
process. This approach assumes the joint entropy between
the filtered-encoded signals and the side information is
available at the decoder.

B. Correlated and Uncorrelated Noise

Two scenarios are considered in this section. First, one point
noise source is added to the previous scenario at 30◦ and 0.8 m
from the origin. The interfering signal power is set such that the
input signal-to-interferer ratios (SIRs) with respect to the left and
right reference microphones are approximately SIR1 ≈ 0 dB,
and SIR2 ≈ 5 dB, respectively.

In the second scenario, four interferers are added at degrees
[−50◦,−30◦, 30◦, 70◦]. The input SIRs at the corresponding
reference microphones are SIR1 ≈ 0 dB and SIR2 ≈ 0 dB. The
simulation results are shown in Fig. 7.

Based on Fig. 7 we can make the following observations
� As shown in Fig. 7(a) and 7(b), in the presence of one spa-

tially correlated point noise source, the SIG method is not
asymptotically optimal anymore. Some necessary (spatial)
information about the interferer will be eliminated after the
filtering stage before transmission. This information would
be helpful for the left-side processor to cancel out the in-
terferer [18]. In general, the loss in performance at high
rates is significant.

� In Link 1 for highly correlated signals (one interferer),
the methods M1-KLT and M2-KLT outperform all other

approaches (when using the optimal KLT matrix). Using
the DCT matrix also results in a good performance, espe-
cially at high rates.

� L2a uses the quantized left-side signals from Link 1
(Method 1) to reduce the redundancy in information trans-
mission, and hence, outperforms almost all existing sub-
optimal approaches, especially at high rates. However, the
use of quantized statistics results in a non-optimal filter
in Link 2 and degrades the performance, especially in the
four interferers scenario, in comparison with the L2b and
the L2c methods.

� L2b outperforms L2a, especially in the four interferers sce-
nario. The use of Method 2 in Link 1 enables retrieval of
the unquantized statistics (rather than quantized statistics),
which helps to compute the optimal filter on the right side,
and hence, results in a better estimation of the informative
signal for the left-side beamformer. However, the filtered
signal in both the L2a and the L2b methods is still corre-
lated to the (left) side information y1 and the direct (blind)
quantization of such a filtered signal does not take this cor-
relation into account. As a result, the performance of both
cases a and b are always worse than that of the case c. L2c
touches the optimal performance as the side-information-
aware quantization is used.

� The gap between M1 and the distribution preserving vector
quantization method M2 is negligible in most scenarios and
bit-rates. As the target estimation error is of interest (and
not the direct estimation error between the noisy vector
source yi , i = 1, 2 and its corresponding quantized version
ỹi), it is not clear if the M2 performance should always be
worse than that of M1. In fact, as the blind quantization
process in Link 1 does not use the joint information, both
quantizers are not aware that which frequency components
are more important and not predictable on the other side.
However, M2 preserves the statistics of the contralateral
observations which include spatial cues of sources and
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Fig. 7. Output gains for observations with correlated noise sources.

perceptually may help to get a more natural impression of
the sound field.

� For all MWF-based methods, the performance is a func-
tion of the correlation between the observations. There-
fore, it is clear that the performance will change by chang-
ing the source position, as the correlation between the
observations will change. However, this does not affect
the generality of the proposed method. as well as that of
the optimal method. The proposed method tries to esti-
mate the joint statistics, without any assumption on the
source positions, and use it in another link to reduce the
redundancy in information transmission.

C. Binaural Gain

In this section, we evaluate the methods based on the binaural
gain measure in (21). We compute GB (RT ) for scenarios with
correlated interferers, introduced in Section V-B. In fact, the
same distortions as those computed for the results in Fig. 7 are

used for computing GB (RT ). Fig. 8 shows the binaural gain in
terms of the total bit-rate budget RT = R1 + R2 , for the sce-
nario in which there is one interferer (left: Fig. 8(a)), and the sce-
nario in which there are four interferers (right: Fig. 8(b)), along
with the target signal and the uncorrelated noise. For example,
when computing the binaural gain of “M2-KLT+L2c”, the MSE
of M2-KLT in Link 1 is added to the MSE for the method L2c.
The sequential-asymmetric method M2-KLT+L2c has the best
performance among all other methods as it touches the optimal
performance, at least in Link 2. However considering the loss in
the performance of M2-KLT in Link 1, the binaural performance
of M2-KLT+L2c is worse than that of the optimal performance
[12, Section III-A] (which is optimal in both links). All pro-
posed methods resolve the asymptotic sub-optimality issue of
the existing sub-optimal methods and outperform them, espe-
cially at middle rates and high rates. The sequential nature of
the proposed methods enables a smart use of the information at
hand to reduce the bandwidth.
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Fig. 8. Binaural output gains for observations with correlated noise sources.

VI. CONCLUSION

In this paper, we studied the performance of the optimal/sub-
optimal binaural rate-constrained noise reduction (beamform-
ing) approaches based on the unified framework which can be
interpreted as filtering, quantization, and final estimation stages.
Moreover, we proposed a two-way asymmetric coding scheme
which retrieves the statistics between two HA observations from
quantized signals in one link (Link 1) to be used in another link
(Link 2) and addresses two main limitations of existing meth-
ods. The first limitation is the strict requirement of the com-
plete knowledge of the joint statistics in the optimal approach.
The second limitation is the asymptotic sub-optimality of the
existing sub-optimal approaches. Based on two performance
measures, the proposed results outperform those of sub-optimal
approaches. Moreover, the results confirm the asymptotic opti-
mality of the proposed method.

APPENDIX A
DP-RDF FOR VECTOR SOURCES WITH MEMORY

We show the derivations that result in the proposed DP-RDF
in (17) for vector sources with memory (multi-sensor observa-
tions) based on DP-RDF for a discrete-time independent scalar
(one sensor) observation samples.

We are given a sequence of discrete-time zero-mean sta-
tionary vector Gaussian sources, denoted by {s[n]}N −1

n=0 ,
where s[n] ∈ RM ×1 , n = 0, . . . , N − 1, with the correspond-
ing block-Toeplitz cross correlation matrix Σs ∈ RM N ×M N ,
defined in (6), and the Hermitian CPSD matrix Φs ∈ CM ×M .
The sequence {s[n]}N −1

n=0 is stacked into the vector svec =
[sT [0]...sT [N − 1]]T . We define the following DP optimization
problem based on the DP-RDF defined in [28]

inf
f (s̃vec|svec)

I(svec; s̃vec)

subject to E[‖svec − s̃vec‖2 ] ≤ DDP ,

f(svec) = f(s̃vec), (22)

where I(x;y) is generally the mutual information between the
random vector variables x and y. The conditional distribution
function of a random vector variable x, given a random vector
variable y is denoted by f(x|y). The problem in (22) tries to
find the minimum rate RDP at which the vector svec can be
quantized such that the probabilty distribution of the source,
say f(svec), is preserved after the quantization, i.e., f(svec) =
f(s̃vec), and the MSE between svec and its quantized output s̃vec

does not exceed a certain value DDP . Mutual information is
invariant under unitary transformations [13] and the objective
mutual information function I(svec; s̃vec) can be rewritten as a
summation of separable functions [13], [23]

I(svec; s̃vec) = I(sdec; s̃dec) =
MN∑
i=1

I(sdec[i]; s̃dec[i]), (23)

where sdec[i] is the ith element of the transformed vector
sdec = VHsvec. Matrix V is derived by eigenvalue decom-
position of the correlation matrix, i.e., Σs = VΛVH , where
Λ = diag{λ1(Σs), . . . , λMN (Σs)}. The second equality in (23)
holds as the elements of sdec are statistically independent. Note
that as V−1 = VH , we have s̃vec = Vs̃dec, where s̃dec denotes
the transformed-quantized vector signal. Using the unitary trans-
formation, the reformulated problem is given by

inf
f (s̃dec|sdec)

MN∑
i=1

I(sdec[i]; s̃dec[i])

subject to
MN∑
i=1

Di ≤ DDP ,

f(sdec[i]) = f(s̃dec[i]), (24)

where Di = E[|sdec[i] − s̃dec[i]|2 ]. Note that the unitary
transformation preserves the MSE, i.e., E[‖svec − s̃vec‖2 ] =
E[‖sdec − s̃dec‖2 ] =

∑MN
i=1 E[|sdec[i] − s̃dec[i]|2 ].

As the elements of sdec are statistically independent, based on
Lemma 3 in [22], the problem in (24) for a decorrelated vector
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sdec, can be solved as

RDP
MN (μ) =⎧⎪⎪⎨

⎪⎪⎩

MN∑
i=1

log2
E[|sdec[i]|2 ](

E[|sdec[i]|2 ]Di(μ) − D 2
i (μ)
4

) 1
2

DDP
MN (μ) < 2 σ2

0 DDP
MN (μ) ≥ 2 σ2

DDP
MN (μ) =

MN∑
i=1

Di(μ), (25)

where

Di(μ) = 2 E[|sdec[i]|2 ] + μ − (
4E[|sdec[i]|2 ] + μ2) 1

2 , (26)

with E[|sdec[i]|2 ] = λi(Σs), σ2 =
∑MN

i=1 E[|sdec[i]|2 ] and μ
a Lagrange variable relating the rate to the distortion [22].
The equation (26) is valid for Di(μ) ≤ 2 E[|sdec[i]|2 ]. In (25)
RDP

MN (μ) is the minimum achievable rate at which the source
svec can be encoded and decoded with distortion not exceed-
ing a certain value DDP

MN such that its PDF is preserved after
quantization. Note that the rate is per vector source svec. Di(·)
is the corresponding MSE with respect to the ith element of the
decorrelated vector source sdec.

For a given μ, RDP
MN can be represented as a sum of non-

linear functions of the eigenvalues of the block-Toeplitz ma-
trix Σs (not a Toeplitz matrix as in [22]). Let the non-linear
function be

FR (λi(Σs), μ) = log2
λi(Σs)(

λi(Σs)Di(μ) − D 2
i (μ)
4

) 1
2
, (27)

where Di(·) is also a non-linear function of λi(Σs), as shown
in (26). We define RDP (μ) as an asymptotic (N → ∞) average
of non-linear functions FR (λi(Σs), μ), which is given by

RDP (μ) = lim
N →∞

1
N

RDP
MN (μ) = lim

N →∞
1
N

MN∑
i=1

FR (λi(Σs), μ)

(28)
With a similar argument, DDP (μ) is defined as

DDP (μ) = lim
N →∞

1
N

DDP
MN (μ) = lim

N →∞
1
N

MN∑
i=1

Di(μ) (29)

We use (8), the extension of the Szego’s theorem, to find the
corresponding rate-distortion tradeoff in the frequency domain.
Substituting non-linear functions in (27) and (26) into (8), the
corresponding equivalences of (28) and (29) are derived in the
frequency domain, respectively, and consequently, the asymp-
totic DP-RDF for time-stationary Gaussian vector sources

is given by

RDP (μ)

=
1
2π

∫ π

−π

M∑
u=1

log2
λu (Φs(Ω))(

λu (Φs(Ω))Du (μ,Ω) − D 2
u (μ,Ω)

4

) 1
2
dΩ

DDP (μ) =
1
2π

∫ π

−π

M∑
u=1

Du (μ,Ω)dΩ, (30)

where

Du (μ,Ω) = 2 λu (Φs(Ω)) + μ − (
4 λ2

u (Φs(Ω)) + μ2) 1
2 ,
(31)

for Du (μ,Ω) < 2λu (Φs(Ω)). The asymptotic rate RDP (μ)
in (30) is assumed to be set to zero for DDP (μ) >

1
π

∫ π

−π

∑M

u=1
λu (Φs(Ω))dΩ.

APPENDIX B
A TEST CHANNEL ACHIEVING DP-RDF

We show that the conceptual test channel achieving (17) is
based on the vector quantizer model shown in Fig. 4(a). We
derive the respected quantization parameters B and Φe1 for
Method 2. We introduce the following lemma.

Lemma 1: Let z̃(Ω) ∈ C and z(Ω) ∈ C be zero-mean Gaus-
sian random variables representing frequency domain signals.
Then there exist a real-valued linear operator (scaling factor) β
and a zero-mean Gaussian random variable e(Ω), uncorrelated
to z(Ω), such that

z̃ = βz + e, (32)

and E[|z̃|2 ] = E[|z|2 ], i.e., variables z̃ and z(Ω) have the same
PSDs.

Proof: Denote the cross PSDs between z̃ and z by Φz̃ z =
E[z̃z∗] and Φz z̃ = E[zz̃∗] and PSD of e by Φe , where (·)∗
denotes the conjugate operator. Based on (32), the (cross) PSD
relations are given by

Φz̃ = β2Φz + Φe , (33a)

Φz̃ z = Φz z̃ = βΦz , (33b)

where we used the fact that z and e are uncorrelated, and that
β is real. We define D � E[|z − z̃|2 ] � Φe ′ where e′ can be
thought of as the error variable e′ = z − z̃. As Φz̃ = Φz , the
distortion function D can be written as

D = Φz + Φz − 2Re{Φz z̃} = 2Φz − 2Φz z̃ . (34)

Solving (34) and (33b) for β we have

β = 1 − D

2Φz
, (35)

and substituting (35) into (33a) for Φe , we have

Φe =
(

1 + β

2

)
D. (36)

The proof is complete.
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Using Lemma 1, we derive the following distribution preserv-
ing quantization procedure for vector sources in the frequency
domain, which achieves the DP-RDF in (30).

First, the left-side observations y1 are decorrelated as z1 =
Ay1 , using a unitary transformation matrix A. Second, each
element of the decorrelated vector z1 , denoted by Zu (Ω), ; u =
1, ..,M1 , can be quantized in a probability distribution pre-
serving manner based on the test channel model presented
in Lemma 1 as Z̃u (Ω) = βu (Ω)Zu (Ω) + Eu (Ω). Let us de-
note the MSE E[|Zu (Ω) − Z̃u (Ω)|2 ] by Du (Ω). Therefore,
the distribution preserving quantization parameters βu (Ω) and
ΦEu

(Ω) correspond to (35) and (36), by replacing D and
Φz with Du (Ω) and ΦZu

(Ω), respectively. Note that here the
PSD of each element is preserved after the quantization, i.e.,
E[|Z̃u (Ω)|2 ] = E[|Zu (Ω)|2 ] = [Φz1 ]uu . We know from [22]
and Appendix A that the optimal choices for the distortions
Du (Ω) are derived by minimizing the sum-rate with respect to
the constraint on total distortion, i.e.,

∑M 1
u=1 Du (Ω) ≤ DDP (Ω).

Therefore the optimal values for Du (Ω), which are derived
based on (31) by replacing λu (Φs(Ω)) with [Φz1 ]uu , i.e.,

Du (μ,Ω) = 2 [Φz1 ]uu + μ − (
4[Φz1 ]uu + μ2) 1

2 , (37)

and hence, the optimal distribution preserving (DP) quan-
tization of the decorrelated vector z1 is modeled by z̃1 =
Bz1 + e1 , where B is a diagonal matrix and the elements cor-
respond to (35), replacing D and Φz with the optimal DP-
MSE Du (μ,Ω) and [Φz1 ]uu , respectively. The vector e1 =
[E1(Ω), . . . , EM 1 (Ω)]T will have the diagonal PSD matrix Φe1

which correspond to (36) with similar substitutions to those
for B. Finally, the decorrelated-quantized vector z̃1 will be
transformed back to the original quantized vector ỹ1 applying
inverse-transform matrix A−1 (ỹ1 = A−1 z̃1).

Following the above-mentioned procedure, we summarize the
achievability proof of the distortion given in (17) by defining
two error variables d1 = y1 − ỹ1 and e′1 = z1 − z̃1 . The direct
distribution preserving MSE between y1 and ỹ1 is denoted by
DDP (μ). We have

DDP (μ) =
1
2π

∫ π

−π

tr{Φd1 }dΩ =
1
2π

∫ π

−π

tr{Φe ′
1
}dΩ (38a)

=
1
2π

∫ π

−π

tr{(I − B)Φz1 (I − B)H + Φe1 }dΩ

(38b)

=
1
2π

∫ π

−π

M 1∑
u=1

(1 − β(μ,Ω))2[Φz1 ]uu

+
(1 + β(μ,Ω))

2
Du (μ,Ω)dΩ (38c)

=
1
2π

∫ π

−π

M 1∑
u=1

Du (μ,Ω)dΩ, (38d)

which corresponds to the distortion function in (17), for the
different vector source y1 (and not s in (17)). Du (μ,Ω) here
corresponds to (37). Similar argument holds for the achievability
proof of the parametric distribution preserving rate RDP (μ).
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