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ABSTRACT

Mathematical models of the electrophysiology of cardiac tissue play an important role when studying heart rhythm disorders like atrial fibrillation. Model parameters such as conductivity, activation time, and anisotropy ratio are useful parameters to determine the arrhythmic substrate that causes abnormalities in the atrial tissue. Existing methods often estimate the model parameters separately and assume some of the parameters to be known as a priori knowledge. In this work, we propose an efficient method to jointly estimate the parameters of interest from the cross power spectral density matrix (CPSDM) model of the electrograms. By applying confirmatory factor analysis (CFA) to the CPSDMs of multi-electrode electrograms, we can make use of the spatial information of the data and analyze the relationship between the desired resolution and the required amount of data. With the reasonable assumptions that the conductivity parameters and the anisotropy parameters are constant across different frequencies and heart beats, we estimate these parameters using multiple frequencies and multiple heart beats simultaneously to easier satisfy the identifiability conditions in the CFA problem. Results on the simulated data show that using multiple heart beats decreases the estimation errors of the conductivity and the estimated activation time parameters. The experimental results on clinical data show that using multiple heart beats for parameter estimation can reduce the reconstruction errors of the clinical electrograms, which further demonstrates the robustness of the proposed method.

1. Introduction

Mathematical modeling of the electrophysiological properties of atrial tissue could play an important role in understanding atrial fibrillation and detecting the underlying arrhythmic substrate. Previous research has shown that development and progression of cardiac arrhythmias are related to impaired conduction in cardiac tissue [1–5]. As such, these models should, among other things, include cell and tissue properties like the cell conductivity, the anisotropy ratio of the conductivity and the cell’s activation time to accurately describe the propagation of the electrical waves. Such models have been proposed in previous research, e.g., [6-9]. In addition to the (forward) modelling itself, being able to accurately determine these model parameters from measurements is at least as important to be able to investigate the cause of cardiac arrhythmias and localize the arrhythmic substrate in the tissue. However, such inversion problems are often rather challenging due to the limited amount of measurements on one hand, and the large number of desired parameters on the other hand. The study in [9] estimated the tissue conductivities from the transmembrane action potential of each cell that were directly obtained using micro-electrode arrays. However, this is impractical for living human tissue. More recently, Abdi. et al. [10] proposed a simplified forward model to replace the computationally intensive reaction-diffusion equations for describing the electrical propagation in atrial tissue, which reduces the computation cost of calculating all cell action potentials. They assumed that an electrogram is a summation of electrical activity of cell groups surrounding the electrode location and proposed a deconvolution method to estimate the tissue conductivities. However, this approach did not make use of spatial information of multi-electrode data and assumed the anisotropy ratio and the activation time of the cells are known. Finally, the activation time was estimated using the steepest descent method before estimating conductivity parameters. Cardiologists often use the less complex conduction velocity to analyze the electrical propagation and electrophathology [1,11]. However, conduction velocity is not very reliable for investigating the arrhythmic substrates in cardiac tissue, since the conduction velocity can be
changed by both pathological origins or non-pathological origins like local curvature [2].

We have recently proposed the use of an efficient method called confirmatory factor analysis (CFA) to jointly estimate a subset of the useful parameters, that are the tissue conductivity and the anisotropy ratio from electrograms [12]. By analyzing the identifiability conditions in the formulated CFA problem, we find the relation between the required amount of data and the desired resolution. However, the method presented in [12] was limited to the use of a single heart beat and could only estimate the conductivity and the anisotropy parameters. In this work, we further extend this algorithm to jointly estimate the conductivity, anisotropy ratio, as well as the activation time per cell using multiple heart beats and multiple frequencies by using the proposed method called simultaneous CFA.

CFA is a type of modeling that can deal with the relationships between observed measures and latent variables [13]. In CFA, a factor is a variable that influences more than one observed measure and affects the correlations among the observed measures. The goal of a factor analysis model is to establish the number and nature of factors that account for the variation and covariance among the observed measures. Therefore, CFA has been widely used to test whether the data fits a hypothesized measurement model that captures the variance-covariance structures of the measurements [13]. To estimate the parameters in the CFA model and reproduce the variance-covariance matrix, constraints are often imposed on the model. These are based on a priori knowledge that is required to satisfy the identifiability conditions in the CFA problem [14–17]. In our previous work [12], we have applied CFA to the cross-power spectral density (CPSDM) model of the measurements to estimate the conductivity parameters and the anisotropy ratio parameters. In order to easier satisfy the identifiability conditions, we assumed that the conductivity parameters and the anisotropy ratio parameters are roughly constant across frequencies within a certain range and proposed simultaneous CFA (SCFA) using multiple temporal frequencies of a single heart beat. Although [18] showed that in general conductivity is frequency dependent for the human heart, it follows from [18] that the conductivity is nearly constant within the frequency range from 0 to 100 Hz that we considered. The activation time parameters were assumed to be known and were in the end estimated by the steepest descent method, as described in [19], before estimating the conductivity.

In this work, we propose a more efficient SCFA method to jointly estimate more model parameters from epicardial electrograms. It is based on the fact that the propagation of the electrical wave in the tissue might change its direction slightly from one heart beat to another, even during sinus rhythm (SR). Multiple of these heart beats then “illuminate” the tissue from (slightly) different directions and provide additional and different data that could facilitate the parameter estimation. Taking this into account, we further make use of multiple heartbeats to improve the parameter estimation. Since the conductivity and the anisotropy ratio parameters are roughly constant in different frequencies and different heart beats, we estimate these parameters across multiple frequencies and heart beats to increase the ratio between the number of equations and the number of unknown parameters in the SCFA problem. However, note that the activation time parameters will change across different heart beats and are therefore estimated for each heart beat. In order to utilize the spatial structure of the multi-electrode data, the proposed algorithm is based on the CPSDM model. Extra constraints that incorporate prior knowledge on the model parameters are used to reduce the feasibility set of the parameter space and therefore increase the robustness of the algorithm.

Altogether, this paper makes more efficient use of the data than [12] and further improves the CFA approach for jointly estimating cardiac tissue parameters. More concretely, the differences between this paper and our previous work are as follows: 1) Our previous work was limited to only estimate the conductivity parameters assuming the activation time per cell is known exactly. In this paper we considered to not only estimate the conductivity and the anisotropy ratio parameters, but also to jointly estimate the activation time parameter; 2) In our previous work, we used only a single heart beat for parameter estimation. This is rather limited as the waveform can come from varying directions in consecutive heart beats. In this paper we therefore used multiple heart beats for estimation. This allows to exploit the fact that the tissue is “illuminated” from different directions, leading to a much better use of the data. Alternatively, one might consider to first obtain parameter estimates per heart beat and then calculate the average, which is not efficient and not effective. In this paper, instead we first analyzed which parameters are constant across heart beats. For the parameters that are constant across heart beats, i.e., the conductivity and the anisotropy ratio parameters, we considered to obtain one estimate of the parameters from multiple heart beats; for the parameters that vary from beat-to-beat, i.e., the activation time parameter, we consider to obtain one estimate per heart beat. In this way we increased the ratio of known to unknown parameters such that a higher spatial resolution of parameters can be obtained given the same amount of data. By updating the values of the activation time with the other two parameters in the same optimization loop, we further improve the estimation accuracy of these parameters.

The rest of the paper is organized as follows. In Section II, we introduce the notation, the impulse response model, the CPSDM model, and the problem formulation for the joint model parameter estimation. In Section III, we review the basic CFA theory and introduce the proposed SCFA algorithm and practical consideration to increase the robustness of the proposed algorithm. In Section IV and V, we evaluate the proposed algorithm using simulated data and clinical data, respectively. In Section VI, we discuss the advantages and the limitations of this work and draw the conclusions.

2. Preliminaries

In this section, we introduce the notation that we use and review the epicardial electrogram models in the time domain and the frequency domain, respectively. Although the details on the time and frequency domain models have been presented in [12], we summarize here the most important aspects to guide the reader.

2.1. Notation

Lower-case letters, bold-face lower-case letters and bold face upper-case letters are used to denote scalars, vectors, and matrices, respectively. For example, a matrix \( A \) is denoted as \( A = [a_1, \ldots, a_n] \), where \( a_i \) is the \( i \)th column of \( A \). The element of a matrix \( A \) at position \((i, j)\) is denoted as \( a_{ij} \), and the diagonal of a matrix \( A \in \mathbb{C}^{m \times m} \) is denoted as \( \text{Diag}(A) = [a_{11}, \ldots, a_{mm}]^T \). For the Frobenius norm of a matrix, we use \( \| \cdot \|_F \) to denote it. A hermitian positive semi-definite matrix is denoted as \( A \succeq 0 \), where \( A = A^H \) and the eigenvalues of \( A \) are real and non-negative.

2.2. Atrial electrogram impulse response model

To model the electrical propagation in epicardial tissue, we consider the cable theory and the monodomain approach, which assumes that the anisotropy ratios of the intracellular domain and the extracellular domain are equal. It has been found in the previous research that the monodomain model approximates its bidomain counterpart very well, even when the equal anisotropy assumption does not exactly hold [20–22].

We consider \( M \) electrodes that are positioned on an epicardial area of the left/right atrium. The electrodes are indexed by \( m \in \{1, 2, \ldots, M\} \). Fig. 1 illustrates as an example of the placement of the electrode array on different epicardial areas of the atria. These electrodes measure the changes in the extracellular potential of a group of cells that are close to the electrodes. These measurements are called epicardial electrograms.
Fig. 1. The placement of the electrode array on different epicardial areas of the atria. The black dots represent the electrodes. VCI: vena cava inferior.

To represent the electrograms in a computational model, we discretize the tissue into a two-dimensional grid with $N$ regular elements to model $N$ cells. We use $r_m$ to denote the distance between the $m$th electrode and the $n$th cell and let $r_m = \left[ \frac{r_{mn}}{r_{mn}}, \frac{r_{nm}}{r_{mn}}, \frac{r_{nm}}{r_{mn}} \right]^T$. By stacking the action potential of all cells in a vector $v(t) = [v_0(t), v_1(t), \ldots, v_{N-1}(t)]^T$, the atrial electrogram recorded by the $m$th electrode can be modeled as [10,23],

$$y_m(t) = a_m(t) \ast v_0(t),$$

where $a$ represents the area of each grid element, $\sigma_e$ represents the constant extra-cellular conductivity, $S_e$ represents the cellular surface to volume ratio, and $D_e$ represents a double differential operator. We consider to decompose the propagation direction of the action potential into a component in the $x$-direction and a component in the $y$-direction and denote the ratio of the conductivity in the $x$-direction to the conductivity in the $y$-direction at the $n$th cell position by $\rho_n$. Stacking the conductivity of all cells in the $x$-direction as a vector $\sigma_x$, and stacking the anisotropy ratio of all cells as a vector $\sigma_y$, the operator $D_e$ is defined as

$$D_e = D_e \text{Diag}(\sigma_x)D_e + D_e \text{Diag}(\sigma_y)D_e.$$

Similar as in [10], we assume that all cells have the same stereo-type action potential waveform once activated and take the cell with action potential $v_0(t)$ as the reference cell. The electrogram model in (1) can then be rewritten as:

$$y_m(t) = a_m(t) \ast v_0(t),$$

where $a_m(t) = \left[ \delta(t - \tau_0), \delta(t - \tau_1), \ldots, \delta(t - \tau_{N-1}) \right]^T$, with $\delta(\cdot)$ the Dirac delta function and $\tau_n$ the time delay of the $n$th cell with respect to the reference cell, and $\ast$ the convolution operator.

Let $a_m(t)$ denote the impulse response from all cells to the sensor at position $m$. From the model in (3), we have

$$a_m(t) = a_m(t) \ast v_0(t).$$

with this, the atrial electrogram model in (3) can be further simplified as

$$y_m(t) = a_m(t) \ast v_0(t).$$

In practice, the electrodes at the atrial area measure not only the action potentials of the atrial cells, but also the action potentials of the ventricular cells and some noise. In this work, we only aim to estimate the parameters of the atrial tissue when atrial activity is present and ignore the ventricular activity. Denoting the noise received at the $m$th electrode by $u_m(t)$, the impulse response model of the noisy atrial electrogram measured by the $m$th electrode is given by

$$y_m(t) = a_m(t) \ast v_0(t) + u_m(t).$$

where $y_m(t) = [y_m(t), \ldots, y_m(t)]^T$ are the STFT coefficients of $y_m(t)$, $a_m(t)$, $v_0(t)$, and $u_m(t)$, respectively.

2.3. Atrial electrogram CPSDM model

The time domain electrogram model can be written in the frequency domain using the STFT. Let $l$ denote the time-frame index and $k$ denote the frequency-bin index. In the frequency domain, the electrogram model from (6) is then given by

$$\tilde{y}_m(l,k) = \tilde{a}_m(l,k)v_0(l,k) + \tilde{u}_m(l,k)$$

where $\tilde{y}_m(l,k)$, $\tilde{a}_m(l,k)$, $\tilde{v}_0(l,k)$, and $\tilde{u}_m(l,k)$ are the STFT coefficients of $y_m(t)$, $a_m(t)$, $v_0(t)$, and $u_m(t)$, respectively.

By stacking all electrodes in a vector, the electrogram model in the frequency domain becomes

$$\tilde{y}(l,k) = \tilde{a}(l,k)\tilde{v}_0(l,k) + \tilde{u}(l,k),$$

where

$$\tilde{y}(l,k) = [\tilde{y}_1(l,k), \ldots, \tilde{y}_M(l,k)]^T,$$

$$\tilde{u}(l,k) = [\tilde{u}_1(l,k), \ldots, \tilde{u}_M(l,k)]^T,$$

and

$$\tilde{a}(l,k) = \left[ \frac{a_1^{S_e^{-1}}}{4\pi \sigma_e}D_e \tilde{a}_1(l,k), \ldots, \frac{a_{M}^{S_e^{-1}}}{4\pi \sigma_e}D_e \tilde{a}_M(l,k) \right]^T$$

with

$$\tilde{a}_m(l,k) = \left[ \exp \left( -\frac{2\pi \sigma_e^2}{K} \tau_m(l) \right), \ldots, \exp \left( -\frac{2\pi \sigma_e^2}{K} \tau_{N-1}(l) \right) \right]^T,$$

where $\tau_m(l)$ is the time delay of the $m$th cell with respect to the reference cell in the $l$th frame.

Based on (7), the cross power spectral density matrix (CPSDM) of the electrograms in the $l$th frame and the $k$th frequency bin can be expressed as

$$\Phi(l,k) = \mathbb{E}[\tilde{y}(l,k)\tilde{y}^H(l,k)]^T = \phi(l,k)\tilde{a}(l,k)\tilde{a}^H(l,k) + \Phi_s(l,k),$$

where $\phi(l,k) = \mathbb{E}[\tilde{v}_0(l,k)\tilde{v}_0^H(l,k)]^T$ is the power spectral density of the reference cell, and $\Phi_s(l,k) = \text{Diag}(\{q_1, \ldots, q_M\})$ with the $m$th diagonal element $q_m = \mathbb{E}[\tilde{u}_m(l,k)^2]$ the power spectral density of the sensor-self noise of the $m$th sensor, which is assumed to be uncorrelated across sensors, across time and across frequency bins.

For the CPSDM model, the unknown parameters of interest, i.e., $\sigma$, and $\alpha$ are included in the spatial operator $D_e$ in $\tilde{a}(l,k)$ [ref. (2)], and the activation time parameters $\tau_n$ for all $n = 0, \ldots, N-1$ are included in $\tilde{a}_m(l,k)$ in $\tilde{a}(l,k)$. 
2.4. Problem formulation

The goal of this work now is to jointly estimate the conductivity parameters $\sigma$, the anisotropy ratio parameters $\alpha$, and the activation time parameters $\tau_n$ for all $n = 0, \ldots, N - 1$ from the noisy CPSDM matrices $\Phi_y(l, k)$, estimated from the electrograms of multiple heart beats for all time frames.

In this problem, the number of knowns depends on the number of electrodes used for data measurements and the number of unknowns depends on the number of cells (modeled by the spatial grid elements of the tissue) given a certain number of electrodes. To make the problem solvable, the number of knowns needs to be larger than the number of unknowns. This can be confirmed by analyzing the identifiability conditions of the confirmatory factor analysis (CFA) problem. Next, we will use CFA to analyze the resolution that we can obtain with the given amount of data and estimate the target parameters.

3. Simultaneous confirmatory factor analysis for joint estimation of tissue properties

CFA has been proposed to estimate parameters to fit a hypothesized measurement model based on variance-covariance structures of the data, which can be applied to estimate the parameters in CPSDM models. Interested readers are referred to the studies in [14–17] for more details. Generally, solving the CFA problem is done by minimizing the distance between the estimated CPSDMs of the noisy measurements and the theoretical CPSDMs with respect to some free parameters while keeping the remaining parameters fixed at the given values. In most cases, this implies to solve an optimization problem with constraints to incorporate a priori knowledge of the models and parameters.

Two necessary conditions have been proposed to ensure the parameters of the CPSDM model are uniquely identifiable [17]. The first identifiability condition is that the number of equations should be larger than the number of unknown parameters. The number of equations depend on the given amount of data. In this problem, it depends on the number of electrodes $M$ used in the measurement. For guaranteeing unique identifiability, the first identifiability condition is not enough and the second identifiability condition is needed. This condition states the number of parameters in the CPSDM model that at least need to be fixed to have a unique solution.

3.1. Simultaneous CFA problem for joint estimation in multiple frequencies and multiple heart beats

In [12], we have adapted the CFA method to estimate the cardiac tissue conductivity parameters and the anisotropy ratio parameters from the CPSDM model using a single heart beat. We now apply the CFA to estimate interested parameters in this work, i.e., the conductivity, anisotropy ratio, and activation time parameters from the CPSDM model in (13) using multiple heart beats.

To increase the robustness of the estimation, we put some constraints on the parameters exploiting some a priori knowledge. The power spectral density of the reference cell $\varphi$ is fixed by a known constant $\tilde{\varphi}$, which is obtained based on the mathematical model of the action potential of an atrial cell. For the reference cell with index zero, the activation time $\tau_0(l) = 0$ for all heart beats (for all $l$). Based on the assumption that the conductivity $\sigma$, the anisotropy ratio $\alpha$ and the activation time $\tau_n$ in different frequencies are roughly constant, we estimate these parameters simultaneously in multiple frequencies to increase the ratio of known-to-unknown variables when estimating the conductivity parameters using CPSDMs of noisy atrial electrograms. Moreover, we take into account multiple heart beats, since the conductivity $\sigma$ and the anisotropy ratio $\alpha$ can also be assumed constant across multiple heart beats. By using multiple heart beats, the first identifiability condition can be easier satisfied, and the estimation error may be further reduced since waves coming from varying directions illuminate the tissue from various viewpoints. Note that the activation time parameters are constant across frequencies but differ across heart beats. The simultaneous CFA (SCFA) problem formulation to jointly estimate the parameters in multiple frequencies and multiple heart beats is given by

$$\begin{aligned}
\min_{\sigma, \alpha, \{ \Phi_y(l, k) \}} & \sum_{l = 1}^{L} \sum_{n = 0}^{N - 1} F(\Phi_y(l, k), \Phi_y(l, k)) \\
\text{s.t.} & \Phi_y(l, k) = \tilde{\varphi}(l) \varphi(k, l) \tilde{\varphi}(k, l) + \Phi_y(l, k), \\
& \tilde{\varphi}(l) = [\varphi^{\prime}_1(l), \ldots, \varphi^{\prime}_n(l)], \\
& \tilde{\varphi}(k, l) = \left[ \exp\left(-\frac{j2\pi f_{\text{lower}}}{K} \tau_n(l) \right), \ldots, \right. \\
& \left. \exp\left(-\frac{j2\pi f_{\text{upper}}}{K} \tau_n(l) \right) \right], \\
& \Phi_y(l, k) = \text{Diag}(\sigma(l)) D_\sigma + \text{Diag}(\alpha(l)) \text{Diag}(\alpha(l)) D_\alpha, \\
& q_m(k, l) \geq 0, m = 1, 2, \ldots, M, \\
& \varphi(k, l) = \tilde{\varphi}(k, l), \\
& 0 < \alpha \leq \alpha_{\text{upper}}, \\
& 0 \leq \sigma \leq \sigma_{\text{upper}}, \\
& \tau_n(l) = 0, \\
& \tau_{\text{lower}} \leq \tau_n(l) \leq \tau_{\text{upper}}, n = 1, \ldots, N - 1,
\end{aligned}$$

where $F(\Phi_y, \Phi_y)$ is a cost function such as the maximum likelihood, least square, or generalized least square, and where the constraints are used in the measurement. For guaranteeing unique identifiability, the first identifiability condition is not enough and the second identifiability condition is needed. This condition states the number of parameters in the CPSDM model that at least need to be fixed to have a unique solution.

3.2. Identifiability conditions of the SCFA problem

Prior to estimating the target parameters in this CFA problem, we first analyze what resolution we can obtain given $M$ electrodes. This can be achieved by analyzing the two identifiability conditions of the SCFA problem. To analyze whether the first identifiability condition is satisfied, we need to calculate the number of knowns and unknowns in (14). Since the noisy CPSDM estimated for $M$ electrodes in one frequency band and one heart beat is symmetric, there are $M^2$ real valued knowns due to $\Phi_y(l, k)$ in total. (Note that the main diagonal elements of $\Phi_y(l, k)$ are real values while others are complex values). When considering $|S|$ frequency bands and $|S|$ heart beats, the number of knowns due to the noisy CPSDMs of $M$ electrodes in $|S|$ frequency bands and $|S|$ heart beats is $|S||S|M^2$. The number of unknowns due to $\sigma$ in $D_\sigma$ is $N$, due to $\alpha$

$$F(\hat{\Phi}_y, \Phi_y) = \frac{1}{2} \| \hat{\Phi}_y - \Phi_y \|^2_f,$$

for $\forall k \in S_k, \forall l \in S_k$, where $S_l = \{k_1, \ldots, k_N\}$ is the set of the frequency indices and $S_l = \{l_1, \ldots, l_N\}$ is the set of the heart beats for conductivity and activation time estimation. Note that the problem in (14) is not convex and may have multiple local minima.
in $D_n$ is $N$, due to $\tau_n(n = 1, \ldots, N - 1)$ is $|S|/(N - 1)$, and due to $\Phi_n$ is $|S|/M$. Therefore, the first identifiability condition is

$$|S||S|/M^2 \geq 2N + |S|/(N - 1) + |S||S|/M.$$  \hspace{1cm} (16)

which means that the number of cells $N$ for which we can estimate the desired parameters is constrained by

$$N \leq \frac{|S||S|(M^2 - M) + |S|}{2 + |S|}.$$  \hspace{1cm} (17)

we can see that using multiple frequencies or/and multiple heart beats, i.e., $|S| > 1$ or/and $|S| > 1$, the first identifiability condition can be satisfied with less sensors.

The second identifiability condition requires that at least $r^2$ parameters in $a$ and $\varphi$ in the CPSDM model in (13) need to be fixed, where $r$ represents the number of sources that trigger the atrial activity in the cardiac tissue [12]. According to the second identifiability condition, we need $r^2$ independent restrictions on $a$ and $\varphi$. In this work we consider only a single source, therefore $r^2 = 1$. Since we have fixed the value of $\varphi$ in the constraint, the second identifiability condition is always satisfied.

3.3. Practical consideration

Due to the large number of cells in the tissue, the first identifiability condition cannot be satisfied if we estimate parameters at the finest resolution, that is, estimating the parameters for each cell. To ease this problem we considered groups of cells and used the center cell of the group to represent the group.

Let $N$ denote the number of cell groups and let $R$ represent the resolution scale compared to the number of electrodes $M$, then $N = RM$. The first identifiability condition in (17) can be rewritten using $R$ as

$$RM \leq \frac{|S||S|(M^2 - M) + |S|}{2 + |S|}.$$  \hspace{1cm} (18)

which means that the highest resolution scale that can be obtained given $M$ electrodes is

$$R = \frac{|S||S|(M^2 - M) + |S|}{(|S|/2)M}.$$  \hspace{1cm} (19)

By reducing the resolution scale $R$ at which we estimate the parameters, that is, increasing the number of cells per group, we can reduce the number of unknowns and increase the ratio of the number of equations to the number of unknowns, which then satisfies easier the first identifiability condition. However, note that reducing the resolution scale $R$ will reduce the model accuracy and increase the model-mismatch error compared to using the actual cells.

The parameters are finally obtained by solving the non-convex optimization problem in (14). In this work, we used the MATLAB optimization toolbox to solve this problem, which is based on a combination of the methods in [24–26].

4. Experiments on the simulated data

In this section, we evaluate the performance of the proposed methods on simulated data. We first introduce the data generation based on the mathematical model and then evaluate the joint estimation of the conductivity, anisotropy ratio, and activation time using one heart beat and multiple heart beats, respectively. The results of the proposed method are compared with our previously proposed SCFA method from [12], which assumed the activation time parameters were known and in the end were estimated by the steepest descent approach from [19] before conductivity estimation. For convenience, we use SCFA1 to represent the method in [12] and SCFA2 to represent the method proposed in this paper. The algorithms are first tested on two-dimensional simulated tissue and then on three-dimensional simulated tissue.

4.1. Generation of two-dimensional simulated data

4.1.1. Model of atrial cells

To generate the atrial electrograms for evaluation, we first model individual cells and then integrated these cells to form the tissue. To generate realistic action potentials, properties and ionic mechanisms in atrial cells need to be considered in the computational cell model. In this work, we use the Courtemanche model proposed in [27] to model the atrial cells.

4.1.2. Types of two-dimensional tissue

Two-dimensional tissues with different conductivity settings are considered in the simulations to test the performance, including three types of tissues:

(i) inhomogeneous tissue with two areas of conduction block and the area outside the conduction block is homogeneous and isotropic with conductivity $\sigma_n = 1.1$ mS/cm for all $n$ and with anisotropic ratio $\alpha_n = 1$ for all $n$;

(ii) inhomogeneous tissue with one area of conduction block and the area outside the conduction block has a smooth variation in conductivity, varying from 0.77 mS/cm to 1.1 mS/cm and its anisotropic ratio $\alpha_n = 0.4$ for all $n$;

(iii) inhomogeneous tissue with two areas of conduction block and the area outside the conduction block has a higher variation in conductivity than (ii) which varies from 0.75 mS/cm to 1.3 mS/cm and its anisotropic ratio $\alpha_n$ changes from 0.9 to 0.5 from left to right.

4.1.3. Simulation protocol

Tissues are discretized into $90 \times 90$ regular grid points to model the cells. The cell-to-cell distance is 0.02 cm. At the beginning, all the cells are at their resting status with the initial conditions as set in Ref. [27]. Then, a train of stimulus with a basic cycle length of 1000 ms is applied to the source cells in the tissue during 5 s. The stimulus current is $I_s = 200 \mu$A with a duration of 0.5 ms. Once the source cells are activated, they generate and conduct the impulses to their neighbors, causing the spread of excitation through the tissue. The electrical waves in different heart beats are assumed to be originating from slightly different directions, which is implemented by applying the stimulus at different positions of the tissue.

4.1.4. Calculation of action potentials and electrograms

The basic equation to calculate the transmembrane potentials of the cells is

$$C \frac{dV_n(t)}{dt} = I_{I_n}(t) + I_{I}(t) - I_{I_n}(t, \tau_n(t))$$  \hspace{1cm} (20)

where $\tau_n(t)$ is the transmembrane potential of the $n$th cell, $C$ is the membrane capacitance, $I_{I_n}(t)$ is the stimulus current, $I_{I_n}(t, \tau_n(t))$ is the ionic current, and $I_{I_n}(t)$ is the cell-to-cell transmembrane current per unit area that accounts for the spatial evolution of the action potential. By discretizing the tissue into a reaction-diffusion equation in (20) can be solved using the finite difference method [28]. This is based on the assumption that the tissue surface is flat, which is reasonable when taking into account a small tissue area. Since the electrical wave should not propagate further than the tissue boundaries, the no-flux boundary conditions is considered. After solving (20) using forward Euler’s method with a time step of 0.05 ms, we obtain the action potential at every grid point of the tissue. The moment when the action potential of a cell reaches the threshold of $-40$ mV is considered as the cell’s activation time. After calculating the action potentials of all cells, the electrograms are generated using the mathematical model in (1). The noisy electrograms are then generated by adding Gaussian noise to the clean electrograms to simulate sensor self noise. The signal-to-noise
ratio (SNR) is set at 50 dB. In the numerical experiments, we assume the fiber is aligned along the x-axis and simply choose $\alpha_{upper} = 1$. The values of other parameters used for the experiments are summarized in Table 1.

Fig. 2 shows an example of the experimental setup, the generated electrograms and the activation time maps of the heart beats. Fig. 2(a) shows tissue as having the two areas of conduction block with a $5 \times 5$ electrode array placed on the center of the tissue. The two blue lines represent the two areas of conduction block. The cells outside the areas of conduction block have a conductivity of 1.1 mS/cm. The nine red points numbered from one to nine represent the simulated source positions of the nine heart beats, respectively, where an external stimulus current of $I_e = 200 \mu A$ is applied to trigger the electrical activity in the tissue. Note that for each heart beat there is only one source to drive the propagation of the wave. Fig. 2(b) plots the generated electrograms of the nine heart beats measured by the electrode array in Fig. 2(a). We can see the small differences between these heart beats. Fig. 2(c) and (d) plot the activation time maps of the tissue area with $45 \times 45$ cells in the central part of the tissue boxed in Fig. 2(a) when applying the stimulus at position ‘1’ and position ‘3’ in Fig. 2(a), respectively.

4.2 Evaluation on two-dimensional simulated data

To quantify the estimation performance, we calculate the MSE of the conductivity parameters and the MSE of the activation time parameters. The conductivity parameters in the y-direction (the transverse direction) $\sigma_y$ can be obtained after estimating the conductivity parameters in x-direction (the longitudinal direction) $\sigma_x$ and the anisotropy ratio $\alpha$. The longitudinal conductivity at the location of the nth cell, i.e., $\sigma_{nx,x}$, is equal to $\sigma_{nx,x}^0 \cdot \alpha_n$, where $\sigma_{nx,x}, \sigma_{ny,y}$ and $\alpha$ are the $n$th elements of the vector $\sigma_y$, $\sigma_y$ and $\alpha_n$. Then we calculate the MSE for the estimation of the conductivity parameters by

$$\text{Err}_x = \frac{\sum_{n=1}^{N} (\sigma_x - \hat{\sigma}_x)^2 + (\sigma_y - \hat{\sigma}_y)^2}{2N},$$

where $N$ represents the number of cell groups, $\sigma_x$ and $\sigma_y$ represents the real longitudinal and transverse conductivity parameters, and $\hat{\sigma}_x$ and $\hat{\sigma}_y$ represents their estimates, respectively.

The MSE of the estimated activation time parameters for the $lth$ time frame (heart beat) is calculated by

$$\text{Err}_t(l) = \frac{1}{N} \sum_{n=1}^{N} (\tau_n(l) - \hat{\tau}_n(l))^2,$$

where $\tau_n$ and $\hat{\tau}_n$ represent the real and estimated activation time parameters in ms, respectively.

We first compare the parameters estimated by SCFA1 and SCFA2 using a single heart beat. Table 2 shows the estimation errors for different heart beats. It can be seen that for all the tissue examples the estimation errors of the conductivity and the activation time parameters both decrease when using the joint estimation method SCFA2 proposed in this work. Moreover, it is clear that the estimation performance varies with the source position. This is due to the interplay between the origin of the wave (i.e., the source position) and the local conductivity. Compared with SCFA1, the average MSE of conductivity parameter per cell obtained by SCFA2 decreases from 0.0413 mS/cm to 0.0359 mS/cm for tissue type (i), from 0.0297 mS/cm to 0.0241 mS/cm for tissue type (ii), and from 0.0585 mS/cm to 0.0560 mS/cm for tissue type (iii).

The estimation of the activation time is also improved by using the joint estimation method. The electrical wave propagates fast across the tissue. The SCFA1 method uses the steepest descent method to estimate the activation time parameters of the $45 \times 45$ cells per tissue. The MSE of the activation time parameter per cell is 0.8607 mS², 1.2221 mS², and 1.2365 mS² for tissue type (i), type (ii), and type (iii), respectively. Unlike SCFA1, the SCFA2 method jointly estimates all the parameters and the MSE of the activation time parameter per cell decreases to 0.8490 mS², 1.1991 mS², and 1.2422 mS² for tissue type (i), type (ii), and type (iii), respectively. Although the MSE decrease for per cell is small, at the high speed of wave propagation in tissue this difference can be significant.

We then study the use of multiple heart beats to estimate the parameters. We start from using two heart beats and test different combinations of two heart beats, for example, combining heart beat ‘1’ with each of the heart beats ‘2’, ‘3’, …, ‘9’, respectively, i.e., heart beats ‘1’&’2’, ‘1’&’3’, …, ‘1’&’9’. We here compare the estimation performance using three different methods, that are: 1) SCFA1 using one heart beat, 2) SCFA2 using one heart beat, and 3) SCFA2 using two heart beats. Fig. 3 shows the resulting estimation errors of the conductivity parameters and activation time parameters. The estimation errors of the first two methods are obtained by calculating the errors for the conductivity and activation time per heart beat and averaging these across the two heart beats. The estimation errors of SCFA2 using two heart beats are calculated directly. Fig. 3(a) and (b) respectively show the estimation errors of the conductivity parameters and the activation time parameters on the three tissue examples using different methods. We here use $\hat{\sigma}_x$, and $\hat{\tau}_n$ to denote the estimation errors of the conductivity parameters and the activation time parameters, respectively. We can see that for all tissue examples, SCFA2 achieves better performance than SCFA1 and the estimation errors of the parameters are reduced by combining two different heart beats and estimating the parameters jointly. These results support our hypothesis that the electrical waves in different heart beats can “illuminate” the tissue from different directions and provide useful information for the tissue parameter estimation.

We then increase the number of heart beats for estimation using SCFA2. Fig. 4(a) and Fig. 4(b) respectively plot the estimation errors of the conductivity parameters and the activation time parameters on the three tissue types from using one heart beat up to nine heart beats. From Fig. 4(a), we see that for all the tissue examples the estimation error of the conductivity parameters first decreases and then tends stabilize with the increase of the number of heart beats. We can also find that tissue type (iii) needs more heart beats to achieve good results since it has a more complicated underlying structure. However, we also see that it has the largest relative decrease in estimation error when going from one to multiple heart beats. This can also be explained by the more complex structure, where a larger benefit is obtained by combining heart beats originating from different directions. From Fig. 4(b), we find that using multiple heart beats helps to improve the estimation of the activation time parameters, and always performs better than the steepest decent method. However, the improvement of the activation time estimation due to the increase of heart beats is less obvious compared to the conductivity estimation in Fig. 4(a). This might be because the activation time parameters change across different heart beats, while the conductivity parameters are shared across different heart beats. In addition, the increase of the unknown parameters due to the increase of the number of heart beats makes it more challenging to find the optimal solution in the non-convex optimization problem.

In Fig. 5, we show examples of the real and estimated conductivity maps obtained with SCFA1 using one heart beat, SCFA2 using one heart beat, two heart beats, and three heart beats. Since the longitudinal conductivity is equal to the transverse conductivity for tissue type (i) and the estimation results are similar in the two directions, we only show here the conductivity maps in the longitudinal direction for tissue type (i).
For tissue types (i), (ii) and (iii), we show the conductivity maps in both the longitudinal and transverse directions. Comparing the results of SCFA1 and SCFA2 using one heart beat, we can see that SCFA2 achieves better estimation than SCFA1, which implies that improving the estimation of activation time helps to improve the estimation of the conductivity. Comparing the results of using one heart beat to the results of using two heart beats by SCFA2, we see that combining multiple heart beats obviously improves the estimation. From the estimated conductivity maps of tissue type (ii) in Fig. 5, we find that the algorithm also works well when there is a smooth variation in the conductivity maps. However, the estimated conductivity maps seem less accurate for more heterogeneous examples (iii), mainly in case of non-constant anisotropy ratios. This could be a consequence of the fixed stereotype waveform for all cells.

From the simulation results, we here have some interesting findings on the conductivity estimation. For all tissue examples, we find that the combination of the waves from top and top left achieve a different conductivity map compared to the combination of the waves from top and left, which suggests that the propagation direction of the wave affects the estimation results. From the visualized examples in Fig. 5, we

### Table 2
Comparison of estimation errors with different methods.

<table>
<thead>
<tr>
<th>Heart beats</th>
<th>Tissue Type (i)</th>
<th>Tissue Type (ii)</th>
<th>Tissue Type (iii)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Err_c (SCFA1)</td>
<td>Err_c (SCFA2)</td>
<td>Err_c (SCFA1)</td>
</tr>
<tr>
<td>1</td>
<td>0.0435</td>
<td>0.0384</td>
<td>1.0318</td>
</tr>
<tr>
<td>2</td>
<td>0.0441</td>
<td>0.0360</td>
<td>0.6643</td>
</tr>
<tr>
<td>3</td>
<td>0.0399</td>
<td>0.0337</td>
<td>0.6748</td>
</tr>
<tr>
<td>4</td>
<td>0.0397</td>
<td>0.0342</td>
<td>0.8785</td>
</tr>
<tr>
<td>5</td>
<td>0.0386</td>
<td>0.0334</td>
<td>0.9885</td>
</tr>
<tr>
<td>6</td>
<td>0.0385</td>
<td>0.0343</td>
<td>0.7177</td>
</tr>
<tr>
<td>7</td>
<td>0.0381</td>
<td>0.0360</td>
<td>1.2966</td>
</tr>
<tr>
<td>8</td>
<td>0.0442</td>
<td>0.0386</td>
<td>0.7007</td>
</tr>
<tr>
<td>9</td>
<td>0.0455</td>
<td>0.0388</td>
<td>0.7837</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.0413</td>
<td>0.0359</td>
<td>0.8607</td>
</tr>
</tbody>
</table>
and the estimation errors of the parameters are further reduced by combining two different heart beats and jointly estimating the parameters.

This comparison further shows the superiority of the proposed method and the proposed method can both be affected by the propagation directions of the waves. CV is less reliable for localizing the abnormal areas in tissue. Moreover, the proposed method can make use of spatial correlation of the multi-electrode data and utilize the information from multiple heart beats to get more useful information and try to improve the estimation of the activation time parameters.

4.3. Generation of three-dimensional simulated data

Since real tissue is three-dimensional, to evaluate the proposed algorithm with even more realistic simulations, we generate in this section three-dimensional simulated data by simulating several layers of cells to simulate the effects of three-dimensional tissue. Real tissue has many layers of cells in practice. In Section 5 we will further test the algorithm with real tissue that effectively has many layers. However, with real tissue we do not know the truth of the tissue parameters. To have a computational feasible simulation and still simulate the effect of three-dimensional tissue, we use in this section a three-layer tissue to come close to a three-dimensional simulation where we know the truth.

To generate the three-dimensional simulation data, we still use the same cell model introduced in section 4.1.1. In our model, we only consider the conductivities in the x-direction (longitudinal direction) and the y-direction (transverse direction), i.e., \( \sigma_{xx,n} \) and \( \sigma_{yy,n} \), and the anisotropy ratio of the conductivities in the transverse direction to the longitudinal direction to be estimated is \( \alpha_n = \sigma_{yy,n}/\sigma_{xx,n} \). To simulate multiple layer tissues, we further take into account the conductivity in the z-direction that is perpendicular to the x-y plane and denote it as \( \sigma_{zz,n} \) at the nth cell position. Two types of three-layer tissue are simulated taking into account equal conductivities in each layer, including:

(i) three-layer tissue with one area of conduction block in each layer.

The area outside the conduction block has a smooth variation in conductivity, varying from 0.77 mS/cm to 1.1 mS/cm. For each layer, the anisotropy ratio in our model, i.e., \( \alpha_n \), is set to 0.4. For the conductivities in the z-direction, we consider \( \sigma_{zz,n}/\sigma_{xx,n} = 0.3 \) for all \( n \).

(ii) three-layer tissue with two areas of conduction block in each layer. The area outside the conduction block has a higher conductivity parameters, it thus obviously helps to combine multiple heart beats to get more useful information and try to improve the estimation of the activation time parameters.
variation in conductivity than (i) which varies from 0.52 mS/cm to 1.1 mS/cm and its anisotropic ratio changes from 0.8 to 0.4 from left to right. For the conductivities in the $z$-direction, we consider $\sigma_{zz,n}/\sigma_{xx,n} = 0.5$ for all $n$.

We then use the same simulation protocol described in Section 4.1.3 to generate the cell action potentials. To generate the action potentials in these three-layer tissues, the stimuli are applied to all layers at the same positions with respect to the $x$-$y$ plane. Five different positions are considered to generate five heart beats.

Fig. 7 illustrates the simulation of the three-dimensional tissues. Taking tissue (i) as an example, Fig. 7(a) and (b) show the conductivity estimation errors of conductivity parameters (a) and activation time parameters (b) obtained by SCFA2 using different number of heart beats.
maps in the x-direction and the y-direction of tissue (i), respectively. We consider an electrode array with 25 electrodes placed on the top layer of the tissue to generate the multi-electrode electrograms. Both uniform and non-uniform distribution of the electrodes are considered, as shown in Fig. 7(c) and (d). Compared to the uniform placement of the electrodes, the distribution of the electrodes is more random in the non-uniform placement of the electrodes. Especially, the relative positions of the conduction blocks and the electrodes in two placements are different such that we can test the algorithm under different difficulty levels of detecting the areas of conduction blocks. Taking Tissue (i) as an example, Fig. 7(c) and (d) show the uniform and non-uniform placement of the electrodes on top of this tissue. We see that in Fig. 7(c) there are two electrodes exactly placed on top of the conduction block, while in Fig. 7(d) they are not on top of the conduction block. As we know the cells which are closer to the electrodes contribute more to the electrograms, detecting the area of conduction block would be more difficult with non-uniform placement.

Fig. 5. Examples of the real conductivity maps and the estimated conductivity maps. The subfigures in the first column show the real conductivity maps and the subfigures in other columns show the estimated conductivity maps, which are obtained using different methods, including SCFA1 using one heart beat, SCFA2 using one heart beat, two heart beats, and three heart beats. The red arrow on the map represents the propagation direction of the wave in the heart beat. The number of arrows indicates the number of heart beats used in the estimation. (a) Longitudinal (L) conductivity maps for tissue types (i); (b) Longitudinal (L) and transverse (T) conductivity maps for tissue types (ii); (c) Longitudinal (L) and transverse (T) conductivity maps for tissue types (iii).
challenging with the non-uniform placement of the electrodes. Fig. 7(e) shows the 3D plot of the action potential propagation in tissue (i) when $t = 200$ ms when the stimuli is applied at position '1' in Fig. 7(c).

4.4. Evaluation on three-dimensional simulated data

We now use the SCFA1 and the SCFA2 to estimate the parameters of the simulated 3D tissues. To quantify the estimation performance, we calculate the MSE of the conductivity parameters [ref. (21)] and the MSE of the activation time parameters [ref. (22)] of the whole tissue and the scar tissue areas around the conduction block, as highlighted in a red box in Fig. 7(c), (d), (h) and (i). Table 3 shows the parameter estimation errors of the whole tissue and the scar area obtained by the SCFA1 using one heart beat and the SCFA2 using five heart beats given uniform and non-uniform distributions of the electrodes. Form Table 3 we find that for both types of tissue, SCFA2 achieves better estimation performance than SCFA1. The estimation of the parameters near the scar tissue is more challenging, as we can see that the estimation errors of the scar tissue are larger than the errors of the whole tissue. This can (partly) be explained by the fact that the scar tissue is relatively small compared to non-scar tissue and sampled by at most one or two electrodes. We also see that given a more random distribution of the sensor, the estimation using the SCFA2 still performs better than SCFA1 and the conduction block areas are still detected. Since the underlying structure of tissue (ii) is more complicated than tissue (i), the estimation errors of tissue (ii) are larger than the errors of tissue (i). From Table 3, we also observe that the MSE difference of the conductivity estimation of the SCFA1 and the SCFA2 is about 0.01 near scar tissue given the non-uniform distribution of the electrodes, while the difference is about 0.07 given the uniform distribution of the electrodes. This implies that the estimation performance is related to the relative positions of the conduction block and the electrodes. Taking Tissue (i) as example, there are two electrodes exactly placed on top of the conduction block in the case of uniform placement of the electrodes, which makes it easier to detect the block than the non-uniform placement of electrodes.

Fig. 8 shows examples of the real conductivity maps and the estimated conductivity maps of the 3D tissue. We observe that the estimation of the conductivity maps is further improved by the SCFA2 method using multiple heart beats compared to the SCFA1 method using a single heart beat.

5. Experiments on the clinical data

In this section, we evaluate the proposed method with clinical data.
These data are human atrial epicardial electrograms measured from patients during open heart surgery. The study protocol was approved in February 2010 by the Medical Ethics Committee (2010-054) in the Erasmus Medical Center, Rotterdam, The Netherlands. High resolution mapping arrays with 192 electrodes are used to measure the unipolar electrograms from different atrial epicardial sites. The distance between the neighboring electrodes is 2 mm. Five seconds of sinus rhythm and 10 s of atrial fibrillation are recorded at every mapping site and all recordings are sampled at 1 kHz. In this work we use recordings measured from Bachmann’s bundle during sinus rhythm. Readers can find more details on the mapping approach and the electrode array in [29]. The ventricular activities in the measurements are canceled by the method in [30] before doing the parameter estimation. The tissue is discretized into 192 equal square areas of 2 mm \times 2 mm and each area is assumed to have an electrode positioned on top of it. Each small area is then discretized into 3 \times 3 cell groups and each cell group is regarded as a cell to reduce the number of unknowns for practical consideration. In each estimation, we take a smaller tissue area measured by 5 \times 5 electrodes instead of the whole tissue area to reduce the computation cost, then the spatial resolution to be obtained is 15 \times 15, with resolution scale thus \( R = 3 \).

We consider that a cell can be activated only once in a time frame. Before estimating the parameters, we first segmented the recording in heart beats and then one time frame includes one heart beat. The segment size is selected to include most of the information in one heart beat. Given the sampling rate of 1 kHz, each heart beat segment consists of 800 samples. Fig. 9 shows an example of the heart beat segmentation of an electrogram. We can see that the waveform shape varies among different heart beats, which motivates us to utilize different heart beats to increase the information for robust parameter estimation.

We used five consecutive heart beats from each recording and test the performance of the proposed algorithm when using one, two, three, four, and five heart beats, respectively. Since there is no ground truth of the real parameters, we evaluate the performance of the proposed method by comparing the real electrograms to the reconstructed electrograms obtained using the parameters estimated by the proposed method. Note that the conductivity parameters and the anisotropy ratio parameters are assumed to be similar for different heart beats while the activation time parameters differ across heart beats. We quantify the reconstruction errors of the electrograms by the reconstruction error

\[
\text{Err}_{\text{rec}} = \frac{1}{M} \sum_{m=1}^{M} \| y_m - \tilde{y}_m \|_2^2, \tag{23}
\]

where \( y_m \) and \( \tilde{y}_m \) respectively represent the real and the estimated EGM.
segments during atrial activity, and \( \| \cdot \|_2 \) represents the \( l_2 \)-norm of a vector.

Fig. 10 shows the reconstruction errors of the electrograms from eight patients obtained by the proposed method when increasing the used number of heart beats from one to five. We see that in most cases the reconstruction error first decreases then tends to stabilize when increasing the number of heart beats for estimation, which demonstrates the added value of using multiple heart beats. For patient 1 and patient 3, the improvement obtained by increasing the number of heart beats for parameter estimation is small, which is possibly because the electrical waves in different heart beats of these patients have a very similar propagation pattern. We further compare the proposed method with the CMM method proposed in [10] and the SCFA1 method in [12]. Fig. 11 (a) shows the box plots of the reconstruction errors of the electrograms from eight patients using different methods. Overall, the reconstruction errors obtained by the SCFA2 method proposed in this work achieves better performance, and SCFA1 performs on average slightly better than CMM in most of cases. Fig. 11 (b) further shows the reconstruction errors of the electrograms of each patient. We see that the SCFA2 always achieves the best performance, as it combines the information of multiple heart beats. The obvious improvement obtained by SCFA2 can be found from Patient 3 to Patient 7, while the smaller improvements are obtained from Patient 1, Patient 2, and Patient 8. This is possibly because the heart beats are similar in these patients and adding additional heart beats does not give much additional information for parameter estimation in SCFA2. For Patient 1, Patient 2, and Patient 8, the performance of the three methods are close, although SCFA1 and SCFA2 consider more realistic conditions and use less assumption to simplify the problem compared to CMM. This might be because the number of unknown parameters with SCFA1 and SCFA2 is larger than with CMM. This means it is more challenging to find the optimal solution when solving the non-convex optimization problem.

Fig. 8. Examples of the real conductivity maps and the estimated conductivity maps of the simulated 3D tissues. (a) Tissue type (i). (b) Tissue type (ii). The subfigures in the first column show the real conductivity maps in the Longitudinal (L) and transverse (T) directions. The subfigures in other columns show the estimated conductivity maps, which are obtained using different methods, including SCFA1 using one heart beat and SCFA2 using five heart beats given uniform electrode distribution and non-uniform electrode distribution.
The plots in Figs. 12 and 13 give two examples of the estimated activation time maps, the conductivity maps, and the real and the reconstructed electrograms of two patients obtained using five heart beat segments for parameter estimation. Figs. 12 (a) and 13 (a) show the estimated activation time maps obtained by the steepest descent method and Figs. 12 (b) and 13 (b) show the estimated activation time maps obtained by the proposed method, from which we can see some differences between the estimated activation time obtained by the two methods. Subfigures (c) and (d) in Figs. 12 and 13 show estimated conductivity maps in the longitudinal direction and the transverse direction obtained by the SCFA2 method, respectively. Figs. 12 (e) and 13 (e) show examples of the real epicardial electrograms and the reconstructed epicardial electrograms obtained with the parameters estimated by the proposed method using different number of heart beats, respectively. From Figs. 12 (e) and 13 (e), we see that using multiple heart beats helps to reconstruct the electrograms having double potentials. However, at the electrode position 'E1' in 13 (e), increasing the number of heart beat does not obviously improve the reconstruction. This may be, because the EGM segments of different heart beats are too similar.

6. Computational complexity analysis

The optimization of the proposed method is computational complex due to the large number of unknown parameters. According to the two identifiability conditions in Section 3.2, the total number of knowns due to \( \Phi_k(l) \) for \( \forall k \in S_k, \forall l \in S_l \) is \( |S_l||S_k|n^2 \) and the total number of unknowns due to \( \sigma, \alpha, \tau_n, n = 1, \ldots, N - 1 \) for \( \forall l \in S_l \) and \( \Phi_k(l) \) for \( \forall k \in S_k, \forall l \in S_l \) to be estimated is \( n = 2N + |S_l|(N - 1) + |S_l||S_k|n^2 \). The optimization problem includes four inequality constraints on the power spectral density of the sensor self noise, i.e., \( q_m(l,k) \geq 0, m = 1, 2, \ldots, M \) for \( \forall k \in S_k, \forall l \in S_l \) on the anisotropy ratio, i.e., \( 0 \leq \alpha \leq \alpha_{upper} \) on the conductivity, i.e., \( 0 \leq \sigma \leq \sigma_{upper} \), and on the activation time of the cells except the reference cell, i.e., \( \tau_{low} \leq \tau_n(l) \leq \tau_{upper}, n = 1, \ldots, N - 1 \) for \( \forall l \in S_l \) and two linear equality constraints on the activation time of the reference cell, i.e., \( \tau_0(l) = 0 \) for \( \forall l \in S_l \) and on the power spectral density.

Fig. 9. Epicardial electrogram examples before (a) and after (b) canceling ventricular activity and heart beat segmentation example. The red triangle marks the presence of ventricular activity. The orange and purple boxes mark the heart beat segments.

Fig. 10. Reconstruction errors of electrograms from eight patients using different number of heart beats for parameter estimation.

Fig. 11. Reconstruction errors of the electrograms from eight patients using CMM, SCFA1, and SCFA2 for parameter estimation. (a) Box plots of the reconstruction errors of the eight patients. (b) The reconstruction error of the electrograms for each patient.
Fig. 12. Example of estimated conductivity maps, the real epicardial electrogram (EGM) and the reconstructed EGM obtained with the parameters estimated by the proposed method using different number of heart beats of patient 5. (a) and (b) show the estimated activation time maps for obtained by the steepest descent method and the SCFA2 method, respectively. (c) and (d) show estimated conductivity maps in the longitudinal direction and the transverse direction obtained by the SCFA2 method, respectively. (e) shows the real EGMs (red) and the reconstructed EGMs (blue) measured at the electrode positions (marked by the blue points) in (c), respectively.
Fig. 13. Example of estimated conductivity maps, the real epicardial electrogram (EGM) and the reconstructed EGM obtained with the parameters estimated by the proposed method using different number of heart beats of patient 6. (a) and (b) show the estimated activation time maps obtained by the steepest descent method and the SCFA2 method, respectively. (c) and (d) show estimated conductivity maps in the longitudinal direction and the transverse direction obtained by the SCFA2 method, respectively. (e) shows the real EGMs (red) and the reconstructed EGMs (blue) measured at the electrode positions (marked by the blue points) in (c), respectively.
of the reference cell, i.e., $\varphi(k, l) = \tilde{\varphi}(k, l)$ for $\forall k \in S_p, \forall l \in S_l$. The optimization problem is computational complex and solved by the ‘minicon Interior Point Algorithm’ using the optimization toolbox in Matlab. The first reasonably efficient Interior Point algorithm was proposed by Karmark in 1984 and the overall complexity of this algorithm is $O(n^{3.5}\log^3n)$, with $n$ the number of variables and $L$ the binary encoding length of the input data [31]. Usually the constraints can lead to a speed up in the solution process. Therefore the upper bound of the complexity of the optimization problem would be $O(n^{3.5}\log^3n)$.

To give an idea of the complexity, we also provide the computational time of different algorithms for comparison. The algorithms are implemented using Matlab on an office laptop with 2.9 GHz Intel Core i5 processor and 8 GB RAM memory. Table 4 shows the computational time for different methods averaged per heart beat. Note that different methods have been proposed to estimate different parameters. Compared to the reference methods, the SCFA2 method proposed in this work estimates much more parameters and therefore its computational time is higher. However, the proposed method also clearly leads to improvements. This implies future work is needed to further lower the complexity of the proposed method while still having the same performance.

7. Conclusions and discussions

In this work, we proposed a novel algorithm to jointly estimate tissue properties using the cross power spectrum model of microelectrode array data in combination with confirmatory factor analysis (CFA). Based on the reasonable assumption that the conductivity and anisotropy ratio parameters are similar among multiple heart beats and frequencies, we proposed to estimate these parameters using multiple heart beats and frequencies with the simultaneous CFA (SCFA). The activation time of cells are also estimated jointly with these parameters but will be different across heart beats. With the SCFA algorithm, we are able to determine the resolution that can be obtained with a given amount of data. Compared to the previously published SCFA for conductivity estimation in [12], the proposed SCFA in this work makes use of multiple heart beats which “illuminate” the tissue from different directions and can therefore better estimate the tissue properties. Experiments on simulated data and clinical data demonstrate that the proposed SCFA method obtains good estimation of the tissue conductivity and re-constructs realistic electrograms that match the clinical data well.

This work provides an efficient tool to estimate the hidden parameters of diseased tissue, which is helpful in the understanding and diagnosis of the disease. Intended applications of this work can be automated detection of the atrial areas of bad conduction and finding the relation between the alternations of atrial conduction and the initiation and perpetuation of cardiac arrhythmias in order to guide therapy methods like cardiac ablation.

Although conduction velocity, which looks at the propagation of the action potential, has been commonly used to determine the areas of conduction block, the findings are realization dependent, since the abnormalities are determined based on the output realizations of the system, i.e., on the wave propagation. Moreover, looking at (pairs of) electrodes, not all spatial correlations between the different measurements are taken into account. This is unlike the proposed method, which considers the heart as the system, where each cell or area of cells has certain properties that are important to understand the arrhythmias like atrial fibrillation. With the proposed method, we can determine the parameters that describe the underlying system, such as the conductivity, anisotropy ratio, etc. Knowing the system (or its parameters) that can generate the realizations that we measure as electrograms is the ultimate goal.

Although the proposed method has its advantages on jointly estimating the parameters of cardiac tissue, it still needs to be improved by taking into account more realistic electrophysiological conditions in real tissue. For example, the assumption of a common stereotype action potential waveform for all cells reduces the computational cost for estimation, but ignores the heterogeneities in atrial tissue and reduces the accuracy of the model. The assumption that conductivity tensors are aligned along the axes ignores the heterogeneous tissue micro-structure and the two-dimensional assumption of tissue makes the application limited to only thin-walled tissues. Although the proposed method works well for the SR data, for more complicated situations in a large dataset, the model needs to be further improved. In the near future, we would like to take into account more realistic conditions, such as multi-layers of tissue, orientation of the fibers, etc, to improve the model. To do so, there are more parameters needed to describe the structure of the tissue, which will in turn increase the computational complexity of estimating the model parameters. However, a critical issue in this area is reducing complexity of the model to make it possible to solve complicated inverse problems for tissue parameter estimation. Therefore, we will take into account both the accuracy of the model and the computational complexity of parameter estimation in future work. Since there are various ways to construct the discrete models of tissue geometry, we would also like to investigate the impact of the discrete representations of tissue geometry on the parameter estimation. The standard spatial models of tissue geometry include both 2D and 3D tissue segments. It is common to construct a regular mesh with uniform elements to approximate the tissue surface, such as the square lattice that we used in this work, or an irregular mesh with uniform elements. Although irregular meshes can improve the representation of a curved surface, such mesh generation is more difficult and the numerical methods associated with irregular meshes require a higher computational cost, as discussed in [6]. It still remains challenge to construct meshes that accurately represent the complicated 3D tissue geometry, although mesh generation tools have been developed in other engineering fields [6]. It is also an interesting topic we would like to explore in the future work.
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