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This exam consists of five questions (30 points). Answer in Dutch or English. Make clear

in your answer how you reach the final result; the road to the answer is very important.

Write your name and student number on each sheet.

Question 1 (6 points)

Let x[n], n = 0, · · · , N − 1 be a series of N samples, and assume X[k] is its DFT.

(a) Show that if x[n] is a symmetric series (that is, x[n] = x[N − 1− n]), and N is even, then

X[N/2] = 0.

(b) Show that if x[n] = −x[n+M ] with N = 2M , then X[2ℓ] = 0 for ℓ = 0, 1, . . . ,M − 1.

(c) Let us assume that y[n] is an extension of x[n] with (M − 1)N zeros till length MN (i.e.,

zero padding), and Y [k] is its MN -point DFT. Show that Y [k] interpolates X[k], i.e.,

X[k] = Y [kM ], 0 ≤ k ≤ N − 1 .

Question 2 (4 points)

Let us consider the sampling of an audio signal. The amplitude of the signal reaches ±2V. We

sample the signal at Fs = 40 kHz with an A/D converter with a range of
[
−3 3

]
V and using

3 bits plus a sign bit. After sampling, we observe that the autocorrelation of the samples at lag

1 is rxx[1] = 0.4. We further observe that the signal-to-quantization-ratio (SQNR) is too low.

Which of the following options can we use to increase the SQNR with at least 6 dB? Answer

‘yes’, ‘no’, or ‘not enough information’ and motivate your answer for each option.

(a) Add an extra bit to the quantizer

(b) Decrease the range of the quantizer

(c) Differential quantization

(d) Predictive quantization

Question 3 (8 points)

MPEG encoding for audio is based on splitting a frequency band into two halves (L and H);

each half can then be encoded with a different number of samples. The low-frequency band is

again split into two halves (LL and LH), and this process can be repeated further. In this way,

a logarithmically divided frequency spectrum is obtained, which is more natural for audio. It

is essential that this splitting can be done efficiently and that the original signal can also be

reconstructed.

Let us assume that we sample an audio signal xa(t) with a sampling frequency Fs = 40 kHz. Its

spectrum Xa(F ) is shown below:
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Let us further assume that H(z) is an ideal FIR lowpass filter with a cutoff frequency ωc. The

impulse response h[n] has N coefficients h0, · · · , hN−1.

We use H(z) as an anti-aliasing filter before downsampling with a factor M = 2, as shown in

the upper part of the following schematic:

x[n]

G(z)

H(z)
v1[n]

v2[n]

y1[n]

y2[n]

↓ 2

↓ 2

(a) What is the highest possible value for ωc for which no aliasing occurs during downsampling?

(b) For this case, draw the spectra of x[n], v1[n] and y1[n].

We define a filter G(z) with impulse response g[n] = (−1)nh[n], and use this G(z) in combination

with downsampling with a factor of 2.

(c) Show that g[n] is a highpass filter. What is the cutoff frequency in terms of the previously

defined ωc?

(d) Draw the spectra of v2[n] and y2[n].

(e) We write H(z) = A0(z
2) + z−1A1(z

2), where A0(z) and A1(z) are polynomials with N/2

coefficients (we assume here that N is even).

What are A0(z) and A1(z) in terms of the coefficients of h[n]?

(f) Explain why the following schematic is a correct realization for both H(z) and G(z).

z−1

A1(z
2)

A0(z
2)x[n]

−1

y1[n]

y2[n]

↓ 2

↓ 2

(g) How can you improve the computational efficiency of the above realization?

Hint (time and frequency shifting properties of DTFT): If DTFT of x[n] is X(ω), then the DTFT

of x[n− n0] is e
−jωn0X(ω) and the DTFT of x[n]ejω0n is X(ω − ω0).
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Question 4 (7 points)

The random variables X and Y have the joint probability density function (pdf)

fX,Y (x, y) =

{
1
2 for − 1 ≤ x ≤ y ≤ 1

0 otherwise.

(a) Show that the marginal pdfs fX(x) and fY (y) are given by

fX(x) =
1

2
− x

2
for − 1 ≤ x ≤ 1

and

fY (y) =
y

2
+

1

2
for − 1 ≤ y ≤ 1 .

(b) Calculate E[X|X ≥ 0].

(c) Calculate the MMSE estimator X̂ = E[X|Y ].

(d) Determine the correlation E[XY ].

(e) Argue whether or not X and Y are: 1) orthogonal, 2) correlated and 3) independent.

Question 5 (5 points)

We consider the non-stationary stochastic process X(t) with pdf

fX(t)(x) =


1
3t for 3t ≤ x ≤ 6t and t > 0

δ(x) for t ≤ 0

0 otherwise.

(a) Calculate E[X(t)] for t > 0, and show that it equals E[X(t)] = 4.5t.

Given is a linear time invariant system with impulse response

h(t) =

{
1 for 0 ≤ t ≤ 1

0 otherwise.

The input to this system is process X(t), and the output is Y (t).

(b) Calculate E[Y (t)] for t > 0.

Now we consider a different system with input process U(t) and output process V (t), and impulse

response g(t) given by

g(t) =

{
1 for 1 ≤ t ≤ 2

0 otherwise.

The input process U(t) is WSS and its autocorrelation function is given by RU (τ) = σ2δ(τ).

(c) Calculate the cross-correlation RUV (τ) between input and output.

(d) Draw the autocorrelation RV (τ) of output V (t). (Mark the values on both axes.)

(e) Calculate the power spectral density SV (f) of the output.
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Tables from Stochastic Processes (R.D. Yates and D.J. Goodman):
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