
Delft University of Technology

Faculty of Electrical Engineering, Mathematics, and Computer Science

Section Signal Processing Systems

Partial exam EE2S31 SIGNAL PROCESSING
Part 1: 22 May 2024 (13:30-15:30)

Closed book; two sides of one A4 with handwritten notes permitted. No other tools

except a basic pocket calculator permitted. Note the attached tables!

This exam consists of four questions (34 points). Answer in English. Make clear in your

answer how you reach the final result; the road to the answer is very important.

Question 1 (10 points)

Given the joint probability density function of two random variables X and Y :

fX,Y (x, y) =

{
c 0 ≤ x ≤ 3, 0 ≤ y ≤ 1

2x

0 otherwise.

(a) Calculate the value of the constant c.

(b) Show that fX(x) and fY (y) are given by

fX(x) =

{
1
2cx 0 ≤ x ≤ 3

0 otherwise
fY (y) =

{
3c− 2cy 0 ≤ y ≤ 3

2

0 otherwise

and argue whether the random variables X and Y are independent or not.

(c) Determine the blind MMSE estimator x̂1, which is based only on prior information.

(d) Suppose that we have additional knowledge that X ∈ A with A = {X > 2}.

Determine the MMSE estimator x̂2 that takes this information into account.

(e) Instead, suppose that we observe a realization y of the random variable Y .

Determine the MMSE estimator x̂3(y) that uses this information.

Question 2 (8 points)

Last month, newspapers reported that King’s Day (27 April) is apparently 1◦C colder than

Queen’s Day (30 April). This was based on observations since 1949.

Denote the temperature on 27 April by the random variable TK and on 30 April by TQ. Long-

term KNMI statistics suggest the following:

E[TK ] = 14.2, std[TK ] = 2.0

E[TQ] = 14.7

Let Y be the average of the temperatures measured on King’s Day over the last 75 years.

(a) Using Chebyshev’s inequality, find an upper bound for the probability that Y is at least

1◦C colder than E[TQ].

(b) Estimate the probability that Y is at least 1◦C colder than E[TQ] using the central limit

theorem.
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The statistics on temperature suggest an asymmetric distribution

with outliers: hot extremes are more likely than cold extremes.

Let’s consider an Asymmetric Laplace Distribution (ALD) with

parameters λ and κ. The Moment Generating Function (MGF)

for this distribution is given by

ϕ(s) =
1

(1 + sκλ)(1− s 1
λκ)

, ROC:− λ

κ
< s < λκ

Consider T ∼ ALD(λ, κ).

(c) Show that T can be obtained as the difference of two independent exponentially distributed

random variables, T = X1 −X2, where X1 ∼ Exp(λκ) and X2 ∼ Exp(λκ). See table.

(d) Determine E[T ] and var[T ].

Question 3 (6 points)

An audio transmitter emits a sine wave x(t) at a frequency between 20 kHz and 23 kHz, described

by the equation

x(t) = sin(2πFT t),

where FT is between 20 kHz and 23 kHz. The receiver aims to estimate the frequency of the

transmitted signal.

(a) What is the frequency band of interest for the receiver?

(b) Which sampling frequency should the receiver choose if it follows the Nyquist rate?

Suppose the receiver samples the signal at 16 kHz. Let the discrete time Fourier transform

(DTFT) of the signal sampled at 16 kHz be X(f), where f is the normalized frequency.

(c) Sketch the spectrum |X(f)| of the received signal for the normalized frequency range

−0.5 ≤ f ≤ 0.5 for two cases: when the signal frequency is 20 kHz and when it is 23 kHz.

(d) How does the receiver estimate the transmit frequency using the DTFT X(f)? Justify

your estimation technique.

Hint: The Fourier transform of sin(2πF0t) is X(F ) = j
2δ(F − F0)− j

2δ(F + F0).

Question 4 (10 points)

Consider a discrete-time signal x[n] = [x[0], x[1], x[2], . . . , x[N − 1]]. Let the DTFT of x[n] be

X(f) and its N -point discrete Fourier transform (DFT) be X[k].

Consider another signal x̃[n] = [x[N − 1], x[0], x[1], . . . , x[N − 2]]. Let X̃[k] denote its DFT.

(a) Prove that X̃[k] = e−j2πk/NX[k], for k = 0, 1, . . . , N − 1.

Let y[n] be obtained by zero padding x[n] to make its length 2N , i.e.,

y[n] = [x[0], x[1], . . . , x[N − 1], 0, 0, . . . , 0︸ ︷︷ ︸
N zeros

].

Let the DTFT and DFT of y[n] be Y (f) and Y [k], respectively.
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(b) Derive a relation between Y (f) and X(f).

(c) What is the relation between the DFTs X[k] and Y [k]? Explain your answer.

Consider a filter h[n] = [h[0], h[1], h[2]] and let N = 32. Suppose z[n] = x[n] ∗ h[n], where ∗
represents linear convolution.

(d) Explain how to obtain z[n] using the circular convolution.

(e) Explain how to obtain z[n] using the overlap-save method with an 8-point DFT. How

many 8-point DFTs and IDFTs are required?
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From Appendix A

Table 4.1 The standard normal CDF Φ(z).
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