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This exam consists of five questions (30 points). Answer in Dutch or English. Make clear

in your answer how you reach the final result; the road to the answer is very important.

Write your name and student number on each sheet.

Question 1 (7 points)

Let xa(t) be an analog signal with center frequency 25 kHz and bandwidth 10 kHz. Suppose

the signal xa(t) is uniformly sampled at Fs samples/sec to obtain a discrete-time signal x[n].

(a) What is the Nyquist sampling rate for xa(t)?

(b) What is the minimum sampling rate Fs required to reconstruct the signal without any

distortion?

Let the sampling rate Fs = 40 kHz. We collect N samples, and want to use a DFT of x̂ =

[x[0], x[1], . . . , x[N − 1]] to estimate the spectrum of xa(t) with a spectral resolution less than or

equal to 100 Hz, by suitably choosing N .

(c) To achieve this, what is the minimum duration T in seconds of the analog signal recorded?

What is the corresponding value of N?

Suppose we increase the number of frequency bins in the DFT without increasing the number

of samples. Consider the following 2N -point DFTs,

X̂1[k] = DFT

([
x[0], x[1], . . . , x[N − 1], 0, 0, . . . , 0︸ ︷︷ ︸

N zeros

])

X̂2[k] = DFT

(
[0, 0, . . . , 0︸ ︷︷ ︸

N zeros

, x[0], x[1], . . . , x[N − 1]]

)

X̂3[k] = DFT

(
[x[0], x[1], . . . , x[N − 1], x[0], x[1], . . . , x[N − 1]]

)
.

(d) Which of the above options (if any) can increase the spectral resolution?

(e) What is the relation between X̂1[k] and X̂2[k]? (Express X̂2[k] in terms of X̂1[k].)

(f) What is the relation between X̂3[k] and X̂1[k]? (Express X̂3[k] in terms of X̂1[k].)

Consider a filter h = [h[0], h[1], . . . , h[N − 1]]. Let the linear convolution of x̂ and h be denoted

by y[n]. Also, z[n] denotes the N -point inverse DFT of the product of the N -point DFTs of x̂

and h.

(g) What are the values of n for which y[n] = z[n]?
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Question 2 (7 points)

An analog signal xa(t) with bandwidth B is sampled using a first order sigma-delta modulator

(SDM) at a sampling rate Fs = 12 kHz. The noise and signal transfer function of the SDM

(Hn(ω) and Hs(ω), respectively) of the SDM are as shown in the next figure:

(a) What is the maximum bandwidth B, such that the SDM at the given sampling rate

suppresses the noise in the signal band?

A digital signal x[n] is filtered to obtain y[n] as shown in the next figure:

In the implementation of the filter, the output of the multiplier is quantized to 3 bits plus a

sign bit using sign-magnitude representation. The range of the quantizer is [−1, 1]. The result

is rounded downward in case it is equal to the decision threshold.

(b) Consider x[n] = 7
8δ[n]. What are the first three quantized output samples of y[n]? Write

down the values and their binary representation as well.

A digital signal y[n] is decimated by a factor M = 2 to a sampling rate of 6 kHz as shown next:

(c) What is the role of H(z) in the decimator?

To make the decimation system more efficient, I want to switch the order of the downsampler

and the filter H(z). For this, I will first use a polyphase representation of the H(z). Let us

assume that the system function is H(z) = 1 + 0.4z−1 − 0.1z−2 + 0.2z−3.

(d) Write down the system functions of the polyphase components Pi(z).

(e) First, draw the block diagram of the system after applying the polyphase representation.

Then, draw the diagram of the new, more efficient system (i.e., after switching the order).

(f) In what sense is the new system more efficient?
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Question 3 (5 points)

The joint probability density function of two random variables X and Y is given by

fX,Y (X,Y ) =

{
c for 0 ≤ y ≤ 1

2x, 0 ≤ x ≤ 3

0 otherwise

(a) Calculate the value of the constant c.

(b) Derive the marginal pdfs fX(x) and fY (y).

(c) Argue whether the random variables X and Y are independent or not.

(d) Determine the conditional probability fX|Y (x|y).

(e) Determine the MMSE estimator of X if we have observed Y = y.

Question 4 (5 points)

Let X1 ∼ Exp(λ1) and X2 ∼ Exp(λ2) be two independent exponentially distributed random

variables, with known parameters λ1 and λ2. See table.

The random variable Z is defined as Z = X1 +X2.

(a) Assuming λ1 = 2 and λ2 = 3, use the Chebyshev inequality to find a bound on P[Z > 3].

(b) Show that the moment generating function ϕZ(s) of Z can be written as

ϕZ(s) =
A

λ1 − s
+

B

λ2 − s

and determine A and B as function of λ1 and λ2.

(c) Calculate the probability P[Z > 3].

Hint: first calculate the pdf fZ(z). Keep the answer as function of λ1 and λ2.

Question 5 (6 points)

Consider a linear time-invariant (LTI) system with as input the random process X(t), and as

output the random process Y (t). The impulse response h(t) of the system is given by

h(t) =

{
1
T for 0 ≤ t ≤ T

0 otherwise

First, consider that X(t) is uncorrelated, zero mean, with variance σ2
X .

(a) Determine the output power spectral density SY (f).

Now, consider that X(t) is given by

X(t) =

{
A t for t ≥ 0

0 otherwise

where A is a continuous random variable that is uniformly distributed between 0 and 1.
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(b) Plot three realizations of X(t) and argue whether or not this process is (1) stationary, (2)

ergodic.

(c) What type of random process isX(t)? [Think of continuous value/discrete value; continuous-

time/discrete time.]

(d) Calculate the autocorrelation function RX(t, τ).

(e) Calculate E[X(t)] and E[Y (t)].

Hint: Distinguish in the calculation the cases t ≤ 0, 0 ≤ t ≤ T , and t ≥ T .
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From Appendix A
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