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This exam consists of five questions (38 points). Answer in Dutch or English. Make clear

in your answer how you reach the final result; the road to the answer is very important.

Write your name and student number on each sheet.

Question 1 (10 points)

The random variable X and Y have the joint probability density function (pdf)

fX,Y (x, y) =

{

1
2 for − 1 ≤ x ≤ y ≤ 1

0 otherwise.

a) Show that the marginal pdfs fX(x) and fY (y) are given by

fX(x) =
1

2
−

x

2
for − 1 ≤ x ≤ 1.

and

fY (y) =
y

2
+

1

2
for − 1 ≤ y ≤ 1.

b) Calculate E[X|X ≥ 0].

c) Calculate E[X|Y ].

d) Determine the correlation E[XY ].

e) Argue whether or not X and Y are: 1) orthogonal, 2) correlated and 3) independent.

Question 2 (8 points)

We consider the non-stationary stochastic process X(t) with pdf

fX(t)(x) =















1
3t for 3t ≤ x ≤ 6t and t > 0

δ(x) for t ≤ 0

0 otherwise.

a) Calculate E[X(t)] for t > 0, and show that it equals E[X(t)] = 4.5t.

Given is a linear time invariant system with impulse response

h(t) =

{

1 for 0 ≤ t ≤ 1

0 otherwise.

The input to this system is process X(t), and the output is Y (t).
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b) Calculate E[Y (t)] for t > 0.

Now we consider a different system with input process U(t) and output process V (t), and impulse

response g(t) given by

g(t) =

{

1 for 1 ≤ t ≤ 2

0 otherwise.

The autocorrelation function of the input U(t) is given by RU (τ) = σ2δ(τ).

c) Calculate the cross-correlation RUV (τ) between input and output.

d) Draw the autocorrelation RV (τ) of output V (t).

Question 3 (8 points)

Given two realizations:

1

2

z
−1

z
−1

x[n] y[n]

z
−1

0.6

x[n]

0.1

y[n]

0.1 0.6
z
−1

a) What is the transfer function H1(z) of the first realization?

b) Prove or motivate that the second realization has the same transfer function.

In a practical scenario, the output of each multiplier is quantized. We use a uniform midtread

quantiser with stepsize ∆. For small ∆, the quantization error is modeled as additive noise

e[n], which is a realization of an uncorrelated wide-sense stationary process with a uniform

distribution over the interval [−∆
2 ,

∆
2 ), uncorrelated with the input signal.

c) Compute the mean and variance of the quantization noise process.

d) For each of the two realizations shown before, all multipliers are quantized. Compute the

variance of the total quantization noise at the output of each digital filter. Which filter

has less quantization noise at the output?

Question 4 (4 points)

Given the signals x[n] = [ 1 , 1, 0, 0, 0], h[n] = [ 0 , 1, 2, 3, 4], s[n] = [ 1 , 0, 0, 0, 0].

Denote the corresponding DFTs (based on N = 5) by X[k], H[k], S[k].

a) Compute the signal y[n] such that Y [k] = H[k]X[k].

b) Is there a signal g[n] such that S[k] = H[k]G[k]? Give equations that explicitly show how

you could compute that signal.
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Question 5 (8 points)

G(ω)

x[n] y[n] z[n] xa(t)

2 D/A H(Ω)

The figure above shows a block diagram of a two-times oversampled D/A convertor. The spec-

trum of the input signal x[n] is as follows:

4π

0

0

X(f), X(ω)

48 kHz 96 kHz f

ω

1

2π

The spectrum is shown both as a function of the angular frequency ω (dimensionless) and of the

corresponding frequency f expressed in Hertz (Hz).

a) What is the sampling frequency fs at which the input signal x[n] has been sampled?

Motivate your answer.

b) Draw the spectrum of the analog signal xa(t) that we wish to recover.

c) Explain in words what the purpose of the different blocks in the block diagram is, and what

the advantage is of such an oversampled D/A convertor over a standard (non-oversampled)

D/A convertor.

d) Assume that the digital filter G(ω) is a ”perfect”brick-wall filter with cut-off frequency

fc = 24 kHz. Copy the figures below and sketch the spectrum of y[n] and z[n] both as a

function of f and ω.

48 kHz

ω
0

0

f

Y (ω), Y (f)

a)

96 kHz 48 kHz

ω
0

0

f

Z(ω), Z(f)

b)

96 kHz

e) Suppose we would omit the expander (upsampler). Why can’t we directly filter out the

frequencies above 24 kHz?

The actual digital-to-analog conversion takes place in the dashed box in the block diagram.

f) What is the maximum transition bandwidth (frequency band between the pass- and stop-

band) of the analog interpolation filter H(Ω) such that we can perfectly reconstruct our

audio signal?
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