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In this paper, we propose a time-of-arrival (TOA) estimation scheme using impulse-radio
ultra-wideband (IR-UWB). This scheme is featured by a low sampling rate and is robust
against clock drift. Low-rate stroboscopic sampling, which can achieve an equivalent
sampling rate as high as the Nyquist sampling rate, is adopted to achieve a high resolution
TOA estimate by IR-UWB. Since a long preamble is required to collect sufficient data
samples, the clock drift is one of the main error sources in TOA estimation with
stroboscopic sampling IR-UWB systems. Taking the drift into account, we first obtain
a maximum-likelihood (ML) estimate of the drift, and then estimate the TOA using the
averaged data samples calibrated for the drift. Simulation results corroborate that the
associated drift calibration significantly reduces the TOA estimation errors, and that
stroboscopic sampling can achieve the same estimation resolution as Nyquist rate
sampling.

& 2013 Elsevier B.V. All rights reserved.
1. Introduction

Impulse radio ultra-wideband (IR-UWB) is a promising
technology for high resolution time-of-arrival (TOA) esti-
mation [2–7]. It enables precise ranging and accurate
positioning, which has a wide range of applications such
as environment monitoring and control, target tracking,
industrial quality control and emergency services [8–10].
To detect the first arriving component of IR-UWB in a
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dense multipath environment, we need to estimate its TOA
with high accuracy.

Due to the large bandwidth of IR-UWB, its multipath
components are resolvable, which is a benefit for accu-
rate TOA estimation. However, for the same reason, the IR-
UWB system requires a Nyquist sampling rate of several
GHz, which is prohibitively high for a practical implemen-
tation [11,12]. Most ranging systems (e.g., [2,13]) are based
on Nyquist rate sampling in order to take full advantage of
the large bandwidth of IR-UWB to achieve a high ranging
accuracy. Others choose to sacrifice the estimation accu-
racy for sub-Nyquist sampling, and make use of the out-
puts of analog correlators or energy detectors to extract
timing information [14–21]. For example, energy detection
is employed in [6,16,20] to generate energy samples at
a sub-Nyquist sampling rate. As a result, the noise is
squared, which causes a signal-to-noise ratio (SNR) pen-
alty [22]. Furthermore, the TOA estimation performance in
[6,16,20] degrades as the sampling rate decreases. More
recently, there is a considerable drive to recover the
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transmitted IR-UWB signals, which are sparse in the time
domain, based on a relatively small number of samples
obtained via compressive sampling (CS) at rates lower
than what is prescribed by Nyquist [23]. However, because
of the dense multipath environment, the received IR-UWB
signals may have tens or hundreds of multipath compo-
nents, a situation where CS may not be suitable.

In this paper, we follow a different way to reduce the
sampling rate: we make use of stroboscopic sampling,
which is widely used in channel probing [24]. It can obtain
an effective sampling rate as high as several GHz using a
low-rate analog-to-digital converter (ADC) running at
several tens or hundreds of MHz with the penalty that
the same waveform has to be repetitively transmitted.
Since we have to transmit several identical pulses in order
to collect the same number of samples as when transmit-
ting one pulse sampled by an equivalent high sampling
rate, the preamble for ranging is long. This longer pre-
amble is the price we pay to merge a high ranging
accuracy with a low sampling rate. On the other hand,
different from the earlier mentioned energy detector
based schemes [6,16,20], the frame samples obtained by
stroboscopic sampling can be averaged to further suppress
the noise. Hence, this scheme can enjoy the benefit of an
increased SNR.

Further, whenever we consider TOA estimation for
ranging, the clock plays an essential role. Due to the
randomness of the clocks, the clock drift, which refers to
the phenomenon where the clock does not run at the
nominal frequency, becomes one of the main sources of
error in range computation, and hence TOA estimation
[3,25]. The problem is more severe in a stroboscopic
sampling system, since it needs more time to collect
sufficient samples. Although a symmetric double-sided
two-way ranging (SDS-TWR) protocol as presented in
[3,4] can reduce the ranging error due to clock drift
significantly, it cannot calibrate for the TOA estimation
error caused by the clock drift. The protocol only works
well under the assumption that the TOA is estimated
correctly. A delay-locked-loop (DLL) circuit is used in [25]
to lock the clock frequency of the ranging responder to the
estimated clock of the ranging initiator. However, a DLL
may not be appropriate for a stroboscopic sampling
scheme, since the responder and the initiator employ
different clock frequencies. A trellis-based maximum like-
lihood (ML) crystal drift estimator is introduced in [26,27]
to solve this problem. But the system samples at the
Nyquist rate, which is still as high as several GHz. Further-
more, it assumes coarse synchronization with known code
phase; but in reality, code mismatch will inevitably occur
due to the clock drift and the unknown TOA. Therefore,
we design a ranging preamble, solve the code mismatch
problem and apply an ML estimator (MLE) to determine
the clock drift in our stroboscopic sampling IR-UWB
system. After the drift calibration, two TOA estimation
methods, namely the peak selection (PS) and the jump
back search forward (JBSF) method, are investigated con-
sidering performance and cost. In the preliminary work
[1], only the PS method is used. However, the PS method
cannot achieve a satisfying accuracy due to the channel
properties. Therefore, we further investigate the JBSF method
and shed light on the relation between the parameter selec-
tion and the TOA estimation performance. Consequently, we
calibrate for the timing error caused by the clock drift and
achieve an accurate TOA estimate using a low sampling rate.
In summary, the main contributions of this work are:
1.
 the use of stroboscopic sampling to reduce the sam-
pling rate, but still obtain accurate TOA estimation,
at the price of a longer preamble;
2.
 the design of a ranging preamble and algorithm for
clock drift estimation that is robust against the
code phase;
3.
 the evaluation of the impact of drift estimation on TOA
estimation using the PS and JBSF methods.

The rest of this paper is organized as follows. In Section 2,
we will first introduce the stroboscopic sampling prin-
ciple. The clock drift is taken into account in the system
model and the preamble is designed to facilitate the drift
calibration. In Section 3, we propose a method to
accurately estimate the TOA with drift calibration. Simu-
lation results are shown in Section 4. Conclusions are
drawn at the end of the paper.

Notation: We use upper (lower) bold face letters to
denote matrices (column vectors). xð�Þ ðx½��Þ represents a
continuous (discrete) time sequence. ½X�m;n, ½X�m;: and
½X�:;n denote the element on the mth row and nth column,
the mth row, and the nth column of the matrix X,
respectively. ½x�n indicates the nth element of x. 0m (1m)
is an all-zero (all-one) column vector of length m. More-
over, ð�ÞT , j � j, ∥ � ∥F and ⋆ designate transposition, abso-
lute value, Frobenius norm and convolution, respectively.
⌊x⌋ and ⌈x⌉ represent the largest integer smaller than or
equal to x and the smallest integer larger than or equal to
x, respectively. All other notation should be self-
explanatory.
2. System model

The preamble for ranging is composed of many frames.
Each frame period Tf holds one pulse. We design Tf to be
larger than the delay spread of the channel in order to
avoid inter-frame interference (IFI). The receiver employs
a front-end filter to select the band of interest as shown in
Fig. 1. In general, we specify the filter in the frequency
domain to capture most of the signal energy in the band of
interest. The bandwidth B of the front-end filter is quite
large because of the bandwidth of the UWB signal. Hence,
the Nyquist sampling rate becomes prohibitively high.
Therefore, we resort to stroboscopic sampling [24] to
sample the output of the front-end filter at rate 1=Tsam,
which is much smaller than its Nyquist sampling rate 2B,
i.e., Tsam≥1=ð2BÞ. As we apply stroboscopic sampling,
several identical frames have to be transmitted in order
to collect a sufficient number of samples that are equiva-
lent to those obtained by sampling one frame at a higher
rate, which is defined as 1=Tb and satisfies the condition
Tb≤1=ð2BÞ in order to prevent frequency aliasing. The
resolution of TOA estimation, which is the smallest
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Fig. 1. The receiver's analog front-end. The output of the front-end filter is sampled at rate 1=Tsam, which is smaller than its Nyquist sampling rate 2B.
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resolvable time difference, is determined by the equivalent
sampling period Tb (≤Tsam). The sample vector x in Fig. 1 is
the input of a digital signal processing (DSP) block. The
DSP block accomplishes TOA estimation with clock drift
calibration.

We remark here that the ADC used in stroboscopic
sampling is comparable to one subconvertor of a time-
interleaved ADC [28], which employs multiple subconver-
tors running at low rate in parallel to achieve an overall
high sampling rate. Ideally, the resolution of TOA estima-
tion using a time-interleaved ADC and stroboscopic sam-
pling should be the same. They make different trade-offs
between the sensing time and the hardware cost. In general,
the ADC starts with a sample-and-hold (S/H) operation
followed by quantization. In the case of stroboscopic sam-
pling, the S/H circuit has to be fast enough to follow the
change of the UWB signal [29]. The aperture jitter or
aperture uncertainty of the ADC [30], which refers to the
random variation of the sampling instant, should be negli-
gible compared to the equivalent sampling period Tb [31].
For example, if the targeted equivalent sampling period Tb is
1 ns, the aperture jitter should be limited to a few picose-
conds, which is feasible as reported in [11]. Moreover, since
the stroboscopic sampling only employs one subconvertor, it
would not suffer from the subconvertor mismatch problem,
which imposes a big challenge to the time-interleaved
ADC [32].

The relationships among Tsam, Tf, and Tb are given as
follows:

Tsam ¼mTb; ð1Þ

Tf ¼ ðmP þ qÞTb; ð2Þ

Tf

Tb
¼m

Tf

Tsam
; ð3Þ

where m≥1 is the sampling-rate gain, P ¼ ⌊Tf =Tsam⌋ is the
minimum number of samples collected from one frame
through stroboscopic sampling, and m4q≥0. These para-
meters are all integers. Moreover, m and mP þ q should be
relatively prime. Under the condition that m¼1 and q¼0,
the system becomes a Nyquist sampling system. When
designing the sampling-rate gain m, we would like it to be
as large as possible to lower the sampling rate. On the
other hand, it has to be small to shorten the preamble in
order to save transmission energy. So there clearly is
a design trade-off. Using m frames to collect mP þ q
samples is equivalent to sampling one frame at rate 1=Tb.
The relative clock drift between the transmitter and the
receiver violates the relation in (2). That is because Tf
is with respect to (w.r.t.) the transmitter, while Tsam is w.r.t.
the receiver. Since the relative clock drift ratio can be as
large as 80 ppm [3], the drift of the preamble can lead to
serious problems in TOA estimation. For instance, let us
employ the system parameters in [20], where the symbol
period is Tsym ¼ 3974:4 ns, the number of symbols in the
synchronization preamble (SYNC) is NSYNC ¼ 1024, and the
number of symbols at the start of the frame delimiter (SFD) is
NSFD ¼ 64. Assuming a clock drift ratio Δ of 80 ppm, a timing
offset of 346 ns would be introduced after the synchronization
header (SHR) (ðNSYNC þ NSFDÞ TsymΔ¼ 346 ns). Even only
considering the SFD part would cause a timing offset of
20 ns as well (NSFDTsymΔ¼ 20 ns). Therefore, we have to
calibrate for the clock drift at the receiver in order to obtain
accurate ranging.

Assuming the clock drift ratio at the transmitter rela-
tive to the receiver Δ remains constant, the clock drift
increases linearly with time. In order to suppress the noise
and simplify the problem, we define a group of frames as a
cluster according to the prior knowledge of the maximum
drift ratio. The duration of a cluster is assumed smaller
than the minimum time period required to observe a drift
of Tb. Therefore, relation (2) is roughly maintained within
the cluster. Recalling that 1=Tb is larger than 2B, a max-
imum drift of Tb within a cluster is much smaller than the
width of the pulse, which is one of the parameters to
decide the bandwidth of the UWB system. Hence, frame
samples can be averaged over the cluster without severe
pulse mismatch. The cluster period is defined as Nf Tf ,
where Nf ¼mM and M40 is the processing gain. It has to
satisfy the condition

Nf TfΔmax ¼mMTfΔmax≤Tb; ð4Þ

where Δmax is the maximum clock drift ratio at the
transmitter relative to the receiver [26,27]. The outcome
of the cluster averaging is mP þ q samples of one frame.

In order to achieve TOA estimation, we could design the
preamble to be composed of several segments, each of
which is dedicated to serve a different purpose, such as
signal detection, coarse synchronization and fine synchro-
nization. Each segment could have a different structure
to facilitate its task. The structural design of the whole
preamble is out of the scope of this paper. We assume that
coarse synchronization has already been carried out. More
specifically, we assume that the TOA τ is in the range of
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one frame period w.r.t. the receiver, i.e., τ∈½0; ð1þ ΔÞTf Þ,
where ð1þ ΔÞTf≈Tf , since the frame period Tf is only
several hundreds of ns and the clock drift ratio
Δ≤80 ppm. Therefore, we only concentrate on designing
the preamble for the fine synchronization stage where τ is
estimated. We assign a code chip to each cluster instead of
each frame in order to avoid code mismatch during the
averaging due to the unknown τ and the clock drift, which
is not considered in [26,27]. We remark that the purpose of
the code here is for spectrum smoothing and multiuser
accessing, not for clock drift calibration, which can still
work without any code assignment. Therefore, we do not
consider the code design in this paper. Based on the
analysis above, the structure of the transmitted preamble
is shown in Fig. 2(a). The preamble is composed of Nc

clusters, where every cluster is made up of Nf frames, each
one containing one pulse. The transmitted signal can thus
be written as

sðtÞ ¼ ∑
Nc�1

i ¼ 0
cibðt�iNf Tf Þ; ð5Þ

where bðtÞ ¼∑Nf�1
j ¼ 0 pðt�jTf Þ, ci is the cluster code chip

(ci∈f71g) and p(t) is the transmitted pulse shape. Fig. 2
(b) and (c) show the noiseless received preamble through
an ideal channel with unknown τ and different clock
drifts. As we can observe from the figures, there is a code
mismatch due to the unknown τ and the clock drift. The
last (or first) several frames of the clusters in Fig. 2(b)
(or Fig. 2(c)) are mismatched due to the unknown τ and
the negative (or positive) drift. That is why we cut off the
first and last m frames of each cluster to get rid of the code
mismatch in the averaging process at the price of reducing
the processing gain from M to M�2.

Through a multipath channel, the received preamble is
given by

rðtÞ ¼ ∑
L�1

l ¼ 0
αlsðt�τl;0�τ;ΔÞ þ nðtÞ; ð6Þ
...

Preamb
Cluster

Frame

...

Tf

c0 =1

... ...

τ

... ...
τ

Nf Tf= mMTf

c1 = −1

c0 =1 c1 = −1

c0 =1 c1 = −1

Nc Nf 

Fig. 2. The structure of (a) the preamble, (b) the received preamble with
where L indicates the number of multipath components,
αl and τl;0 respectively represent the amplitude and the
relative time delay of the lth path with respect to the first
path, n(t) is zero-mean additive white Gaussian noise
(AWGN) with double sided power spectral density N0=2,
and

sðt;ΔÞ ¼ ∑
Nc�1

i ¼ 0
cibðt�iNf Tf ð1þ ΔÞ;ΔÞ; ð7Þ

bðt;ΔÞ ¼ ∑
Nf�1

j ¼ 0
pðt�jTf ð1þ ΔÞÞ: ð8Þ

Note that τl;0 ¼ τl�τ0, where τl is the multipath delay and
τ0 ¼ τ. We remark that the frame period at the transmitter
is Tf, and the one at the receiver is Tf ð1þ ΔÞ. With the
received signal r(t), the output of the front-end filter
sampled using stroboscopic sampling is

xðnTsamÞ ¼
Z þ1

�1
rðtÞgðnTsam�tÞ dt; n¼ 0;1;…;MNcLf ;

ð9Þ

where g(t) is the impulse response of the front-end filter,
whose bandwidth is large enough to include the band of
interest, and Lf ¼ Tf =Tb ¼mP þ q is the frame length in
terms of the number of samples at rate 1=Tb. Let
us introduce xk ¼ ½xðkLf TsamÞ…xððkLf þ Lf�1ÞTsamÞ�T , for
k¼ 0;1;…;NcM�1, which is an Lf-long sample vector for
the kth equivalent frame. Notice that xk is the result of
sampling m frames at rate 1=Tsam at the receiver. Every M
sample vectors are grouped as a cluster. We exclude the
first and last sample vectors in each cluster to get rid of
the code mismatch in the averaging process. The results
are collected in a data matrix X of size Lf � Nc, which
is given by

X¼ 1
M�2

∑
M�2

i ¼ 1
xi ∑

M�2

i ¼ 1
xMþi⋯ ∑

M�2

i ¼ 1
xðNc�1ÞMþi

" #
; ð10Þ

where each column of X contains its own specific code chip.
...

le

...

cNc−1 = −1

...

...

Δ < 0

 Tf

Δ > 0

negative drift, and (c) the received preamble with positive drift.
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3. TOA estimation with clock drift calibration

3.1. Recovery from stroboscopic sampling

Due to the stroboscopic effects, we have to permute all
the averaged frame samples in each column of X before we
calibrate for the drift and estimate the TOA τ. The adjacent
Tsam�spaced samples obtained by stroboscopic sampling
are not the adjacent Tb-spaced samples in the equivalent
high sampling rate scheme. The maximum drift observed
in a cluster is Tb, which is much smaller than the sample
spacing Tsam in the stroboscopic sampling scheme, and
exactly equal to the sample spacing in the equivalent high
sampling rate scheme. Therefore, we have to recover the
equivalent high sampling rate sequence before drift cali-
bration to appropriately represent the drift between the
adjacent clusters. Recall that m is the sampling-rate gain.
According to (2), we define a permutation matrix W of size
Lf � Lf with first column ½W�:;1 ¼ ½1 0T

Lf�1�T and every other
column a circulant shift of the previous column with m
samples. This means that

½W�:;iþ1 ¼ circshiftð½W�:;i;mÞ; i¼ 1;…; Lf�1; ð11Þ
where circshift ða;nÞ circularly shifts the values in the
vector a by jnj elements (down if n40 and up if no0).
The rearrangement is accomplished by

Xo ¼WX; ð12Þ
where each column of Xo collects the permuted averages
for each cluster. Now, the equivalent sample spacing in
Xo is Tb.

3.2. Clock drift estimation

In order to estimate the TOA, we would like to use all
the data samples in Xo. This allows us to obtain an
averaged sample vector over all the clusters and thereby
reduce the noise. However, due to the clock drift, the
equivalent frame waveforms are not aligned with
each other. We have to calibrate for the drift before TOA
estimation. Let us define the row index of the data matrix
Xo as the frame phase, similar to the pulse repetition
period (PRP) phase in [26,27]. We recall that the maximum
drift accumulated over a cluster duration is Tb, and the
difference between two adjacent phases is also Tb.
We have assumed that the accumulated drift, which is
the total drift observed over the duration from the begin-
ning of the preamble to the time point of interest, is zero at
the beginning of the preamble. The frame phase of a
cluster may correspond to the same or an adjacent phase
in the next cluster due to the accumulated drift. This kind
of correspondence is called the transition between frame
phases. The drift estimation traces the correct transition
path of the frame phase within the duration of the
preamble. A transition takes place between two contig-
uous clusters, when the accumulated drift exceeds Tb. The
transition path pattern is generated by quantizing the
accumulated drift over clusters. The quantization step size
is Tb, and a ceiling quantization is employed. Every frame
phase has the same set of transition paths. We remark that
the exact number of the drift ratio is not the main concern,
but the transition path is the target of the drift estimation.
Based on this path, we can calibrate for the drift, obtain an
averaged sample vector for the whole preamble, and then
estimate the TOA. The resolution of the drift estimation is
Tb=ðNf Tf ðNc�1ÞÞ. The total number of transition paths for
each frame phase is 2Nc�1, where Nc�1 is the path
number for positive drift (or negative drift), and one path
is reserved for the case without any drift. Therefore, the
longer the preamble, the more accurate the drift estima-
tion. Nevertheless, the complexity of the estimation would
also increase as the number of transition paths increases.

Fig. 3 shows some examples of transition paths. In the
example, Nc¼5 and Lf¼13. The dots represent the ele-
ments of the matrix Xo. The spacing between contiguous
samples is Tb. Based on Fig. 3, we reconfirm that the data
matrix X cannot be used directly. Some of the transition
paths for frame phase 7 are shown. As mentioned before,
we have assumed that the accumulated drift at the begin-
ning of cluster 1 is zero. Path 1 indicates that we can observe
a phase transition for every cluster, and the kth phase of the
ith cluster transfers to the ðk�1Þth phase of the ðiþ 1Þth
cluster. It reaches the maximum negative drift, which is
assumed as �Δmax. In path 5, no clock drift is observed. Path
6 shows a drift of Tb over five clusters, which corresponds to
a resolution of the drift ratio estimation given by Δmax=4. We
remark that path 6 is the only transition path that can
observe a positive drift of Tb over five clusters, according to
the quantization rules and the assumption of the zero
accumulated drift at the start of the preamble. The number
of all possible transition paths for each frame phase is
2Nc�1¼ 9. There are special cases we have to be careful
with. For example, in path a for phase 2, there is a negative
shift of one phase every cluster. Therefore, phase 1 of cluster
2 transfers to phase 13 of cluster 3 as shown by the dashed
line with solid arrows in the figure. Meanwhile, path b (the
dashed line with hollow arrows) for phase 10 describes a
positive shift of one phase every cluster and propagates in a
similar way as path a. The transition takes place circularly.
Since we have excluded the code mismatch during the
cluster averaging process by cutting off the first and last
sample vectors, each column of Xo corresponds to its own
specific code chip. However, the phase mismatch due to the
clock drift still causes serious problems for TOA estimation.

All the transition paths for any phase are modeled by
a matrix Λ of size ð2Nc�1Þ � Nc. For Nc¼5, Λ is shown as
an example at the right side of Fig. 3. The path number in
Fig. 3 corresponds to the row index of Λ. Making use
of the transition matrix and recalling the cluster code, we
can estimate the transition path and calibrate for the
clock drift. Since all the phases have the same set of
transition paths, we perform an exhaustive search of the
transition path that collects the maximum energy over
the whole preamble in order to be more robust to noise,
which can be regarded as the MLE for the clock drift. Let us
define jmax as the row index of the selected path in Λ.
Based on the above discussions, the estimate of jmax
is given by

jmax ¼ arg max
j∈f1;…;2Nc�1g

∑
Lf

k ¼ 1
: ∑

Nc

n ¼ 1
cn�1½Xo�pðk;n;jÞ;n:2F ; ð13Þ
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Fig. 3. The diagram of the transition paths and the corresponding matrix Λ for Nc ¼ 5 and Lf ¼ 13.
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where

pðk;n; jÞ ¼mod k�1þ ∑
n

i ¼ 1
Λðj; iÞ

 !
; Lf

 !
þ 1; ð14Þ

with modða;bÞ representing a modulo b. The clock drift
ratio corresponding to the selected transition path can be
estimated as

Δ̂ ¼ ðjmax�NcÞTb

ðNc�1ÞNf Tf
: ð15Þ

Note that in the above procedure, we only estimate
the clock drift. In order to obtain a lower computational
complexity, we decouple the drift calibration and the TOA
estimation to handle them sequentially. We remark that
the complexity of the drift estimator depends on the
search space, which has 2Nc�1 possible paths in total.
We do not take the complexity of the comparison into
account, ignore the code multiplication, and do not con-
sider the optimal search strategy. In the worst case
scenario, we carry out an exhaustive search over all the
possible paths. To calculate the energy collected through
the path over the whole preamble, we need Lf Nc opera-
tions. Thus, the operations required by the clock drift
estimator are in the order of OðLf Ncð2Nc�1ÞÞ. On the other
hand, we can also jointly consider drift calibration and TOA
estimation based on different TOA estimation techniques.
A simple joint approach is to estimate the clock drift and
the strongest multipath component at the same time.
However, it requires a two-dimensional search. Moreover,
in a none-line-of-sight (NLOS) scenario, the first multipath
component is in general not the strongest one, so looking
for the strongest path is not always the best option for
TOA estimation. Therefore, we focus on the decoupled
approach for low complexity and high flexibility.

3.3. TOA estimation

So far we have estimated the transition path for the
clock drift using (13). Before we continue to discuss the
TOA estimation strategies, we first average the related
phases of Xo over the whole preamble according to the
transition path Λðjmax; :Þ to calibrate for the drift and
further mitigate the noise, and collect the outcomes in
a sample vector y, which is actually a circularly shifted
version of the channel estimate. Its elements are com-
puted as

½y�k ¼
1
Nc

∑
Nc

n ¼ 1
cn�1½Xo�pðk;n;jmaxÞ;n; k¼ 1;2;…; Lf : ð16Þ

The vector y is used for TOA estimation. As a result,
the total processing gain for TOA estimation is NcðM�2Þ.

We define kmax as the index of the strongest multipath
component, which is found by

kmax ¼ arg max
k∈f1;2;…;Lf g

j½y�kj: ð17Þ

Thus, the TOA estimate according to the peak selection
(PS) method [13,14] is given by τ̂PS ¼ Tbkmax�Tb=2. In
a NLOS scenario, the problem to detect the leading edge
arises, since the first path may not be the strongest one.
Therefore, we resort to the jump back and search forward
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(JBSF) method, which relies on two parameters, the
threshold γ and the search back window length Lw. It first
aligns with the strongest component, and then jumps back
to start from the index of kmax�Lw to find out the first j½y�kj
exceeding the threshold γ. It can be summarized as

τ̂ JBSF ¼ Tbminfk∈fkmax�Lw; kmax�Lw þ 1;…; kmaxgj
j½y�k mod Lf j4γg ð18Þ

Note that since kmax�Lw can be negative, we use the
circularly shifted index k mod Lf instead of the negative
index. An example of how these TOA estimation strategies
can be applied to y is shown in Fig. 4. In the example, the
search back window includes both the head and the tail of
the frame, as kmax�Lwo0. We observe that the TOA
estimate obtained by the JBSF method is the closest to
the true TOA. Furthermore, we remark that the complexity
of the TOA estimator is negligible compared to the clock
drift estimator. The number of operations required for
TOA estimation is proportional to the search space, which
contains Lf candidate TOA estimates.

The challenge in the threshold-based TOA estimation is
imposed by the unknown statistical properties of the
channel. The optimal way to detect the leading edge would
be a likelihood ratio test (LRT) for multiple hypotheses
[33]. However, this requires full statistical knowledge
of the channel, which is impractical. In the absence of
channel information or lack of sufficient channel informa-
tion, we could follow a heuristic approach and set the
threshold to γ1 ¼ ηt j½y�kmax

j, where 0≤ηt≤1 is the threshold
ratio [34]. However, the optimal ηt would depend on the
SNR in this scheme and there is no unique ηt that works
well under all SNRs. On the other hand, we could set the
threshold based on the stochastic properties of y, when
there is only noise. A threshold can be derived for a fixed
probability of early false alarm PEFA, which indicates the
event where we incorrectly select a noise sample before
the true TOA as the first multipath component. If there is
no absolute sample value exceeding the threshold in the
predefined window, we use the result of the PS method as
the estimated TOA. When there is only noise, ½y�k is
Fig. 4. An example of applying different TOA strategies to noiseless jyj.
an averaged AWGN sample with variance s2 ¼N0B=
ðNcðM� 2ÞÞ, i.e. ½y�k∼aN ð0; s2Þ. This means j½y�kj follows a
one-degree chi distribution (half-normal distribution), i.e.
j½y�kj=s∼aX1. As a result, we can design a threshold γ2
according to

PEFA ¼ Pðj½y�kj4γ2; noise onlyÞ ¼ 2Q
γ2
s

� �
; ð19Þ

which leads to

γ2 ¼ sQ�1 PEFA

2

� �
; ð20Þ

where the function Q ð�Þ is the right-tail probability func-
tion for a Gaussian distribution.

The length Lw of the backward search window should
be large enough to recover the first path instead of dead-
locking to the strongest one, and it depends on the delay
between the strongest path and the first path, which could
be as large as 60 ns for the IEEE 802.15.4a channel model
CM1 [35], as shown in [15]. Due to the lack of channel
knowledge, we choose Lw to be ηlT f , where 0≤ηl≤1 is the
length ratio. We remark that Tf should also be long enough,
not only to avoid IFI but also to accommodate enough
margin for the backward search window in order to prevent
the window from including the channel tail. Therefore, Tf
should be decided by the delay spread of the channel and
the maximum delay between the strongest path and the
first path together. For example, if we assume that the
channel length is 90 ns and the maximum delay between
the first path and the strongest path is 60 ns, Tf should be at
least 150 ns.

4. Simulation results

The performance of TOA estimation is evaluated by
simulations using the IEEE 802.15.4a channel model CM1 –

indoor residential LOS [35]. One hundred channel realiza-
tions are generated, and we randomly choose one for each
Monte Carlo run. To speed up the simulations, we generate
the output of the cluster averaging process directly, since
the maximum drift of Tb within a cluster is smaller than
the pulse width. The averaging process would not suffer
from severe pulse mismatch as we mentioned before.
Ec=N0 defines the cluster energy to noise variance ratio.
The number of clusters Nc is 68. Further, we randomly
select the drift ratio Δ among f�67:2 ppm, �50.4 ppm,
�33.6 ppm, �16.8 ppm, 0 ppm, 16.8 ppm, 33.6 ppm, 50.4
ppm, 67.2 ppm} in each run. Since the channel length is no
longer than 90 ns and the maximum delay between the
first path and the strongest path is 60 ns for CM1 [15], the
frame period is set as the sum of the channel length and
the maximum delay based on the design principle dis-
cussed in Section 3.3, i.e., Tf¼150 ns. The stroboscopic
sampling period Tsam is chosen to be 7 ns. The targeted
resolution Tb is 1 ns. Based on (2), we obtain P¼21, m¼7
and n¼3. The maximum M is 12 according to (4). The
number of frames in one cluster is Nf ¼mM¼ 84. There-
fore, the processing gain of the cluster averaging process
is M�2¼ 10, or approximately 10 dB. The total process-
ing gain is NcðM�2Þ ¼ 680, or approximately 28 dB, and
the total length of the preamble is NcNf Tf ¼ 856:8 μs.
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According to the IEEE 802. 15.4a standard [3], the duration
of the SHR preamble can be several thousands of micro-
seconds (μs) (e.g. 1025:4 μs or 4422:6 μs). It indicates that
our preamble design can be accommodated. When the
SNR is high, we do not have to use so many clusters for
averaging and the preamble length can be further reduced.
Moreover, the timing offset τ∈½0; Tf Þ is randomly generated
in each run. The threshold ratio is ηt∈f0:1;0:2;…;0:8g. The
length ratio of the backward search window is ηl∈f0:1;
0:2;…;0:7g, which leads to Lw∈f10 ns;20 ns;…;70 nsg.

In the simulations, an 8th order Butterworth pulse with a
3 dB bandwidth of 500 MHz is employed, similarly as in [20].
The center frequency f0 is 4.5 GHz. In order to get rid of the
noise outside the band of interest, the received signal is first
filtered by a bandpass filter (BPF), whose center frequency is
f0 and bandwidth is 500 MHz. Then, the output of the BPF is
down-converted by multiplying it with ej2πf 0t , and filtered by
a low pass filter (LPF), which is also an 8th order Butterworth
filter with a 3 dB bandwidth of 500 MHz. Since the received
signal is split into I/Q branches, the recovery from strobo-
scopic sampling is carried out in each branch separately.
Then, the drift calibration makes use of the data samples in
both branches. Therefore, we adapt the path index estimate
(13) as

jmax ¼ arg max
j∈f1;…;2Nc�1g

∑
Lf

k ¼ 1
: ∑

Nc

n ¼ 1
cn�1½XI �pðk;n;jÞ;n:2F

�

þ: ∑
Nc

n ¼ 1
cn�1½XQ �pðk;n;jÞ;n:2F

�
; ð21Þ

where XI and XQ are from the I/Q branches, respectively.
Accordingly, the averaged sample vector (16) is modified as

½y�k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
:
1
Nc

∑
Nc

n ¼ 1
cn�1½XI�pðk;n;jmaxÞ;n:

2 þ :
1
Nc

∑
Nc

n ¼ 1
cn�1½XQ �pðk;n;jmaxÞ;n:

2

s
;

k¼ 1;2;…; Lf : ð22Þ

As a result, ½y�k follows a Rayleigh distribution. We obtain
½y�k∼Rayleighðs=

ffiffiffi
2

p
Þ, where s2 ¼N0B=ðNcðM�2ÞÞ and R∼

RayleighðsoÞ, with R¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
, X∼N ð0; s2oÞ and Y∼N

ð0;s2oÞ. We can calculate the threshold γ2 corresponding to
different PEFA based on the cumulative distribution function
(CDF) of the Rayleigh distribution.

We first evaluate the performance of TOA estimation
using the PS method, which consists of choosing the
strongest component. The root mean square error (RMSE)
of τ̂PS vs. Ec=N0 is illustrated in Fig. 5. There are large
performance gaps between the cases with drift calibration
(solid lines) and the cases without drift calibration (dashed
lines with “○” or “▵” markers). The drift causes serious
problems to TOA estimation as indicated by the high error
floor for the curves without calibration for the whole SNR
range. The Nyquist rate sampling system, where m¼1 and
n¼0, is used as a reference. The same preamble is used for
the Nyquist sampling system and the stroboscopic sam-
pling system. No matter how large m is, drift calibration
always attains the same error floor for large enough Ec=N0

(solid lines). Nyquist rate sampling gains about 8 dB over
stroboscopic sampling (m¼7) due to the sampling-rate
gain m. The SNR penalty of the stroboscopic sampling is
obvious. For both systems, we also show the performance
of the ideal case without any drift (dashed lines with “n” or
“♢” markers). They show similar error floors as the ones
with drift calibration, which proves that the drift calibra-
tion performs quite well. Note that although the CM1
channel is for residential LOS, the first path is not always
the strongest one. To clarify this, we further investigate the
properties of the CM1 channels. With the assumption of
no propagation delay (τ¼ 0), Figs. 6 and 7 show the
histograms of the TOA of the strongest peak of y without
drift and with drift calibration, respectively. The histo-
grams use 100 CM1 channel realizations and both figures
are noiseless. As shown in Figs. 6 and 7, the strongest peak
is not always the first peak. Therefore, the PS method may
have a high error floor. Since Tb¼1 ns and CM1 is LOS,
most peaks are expected to appear in the first bin.
However, due to the pulse width, and the effect of the
BPF and the LPF at the receiver, the earliest and strongest
peaks shift to the bin at 5 ns. Moreover, the drift changes
the histogram even with drift calibration as shown in
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Fig. 7. The mean and the median of the TOA for the case
without drift (Fig. 6) are respectively 23.50 ns and 12 ns,
and the largest TOA is at 60 ns. Meanwhile, the mean and
the median of the TOA for the one with drift calibration
(Fig. 7) are respectively 23.64 ns and 11.51 ns, and the
largest TOA is at 61 ns. They are slightly different. The
properties of the CM1 channels indicate one of the reasons
why the PS method may have a high error floor. Moreover,
we obtained a circularly shifted frame waveform to esti-
mate the strongest path. Once the strongest path is not the
first path, large errors can also be introduced due to the
circularly shift as shown in Fig. 4. In general, the perfor-
mance of the PS method cannot fulfill the high accuracy
requirement.

Consequently, we investigate the performance of TOA
estimation using the JBSF method, which deals with the
scenario where the first path is not the strongest and
achieves much better accuracies than the PS method. Since
the threshold and the length of the backward search
window are the key parameters in the JBSF method,
we explore their impact on TOA estimation. Fig. 8 shows
the RMSE of τ̂ JBSF for a fixed window length Lw¼60 ns and
different thresholds γ1 ¼ ηt j½y�kmax

j, where ηt is the thresh-
old ratio defined in Section 3.3. There is no single thresh-
old which could outperform the others over the whole
SNR range. A smaller threshold can achieve a better
accuracy at high SNR, but also performs worse at low
SNR, which is consistent with the conclusions in [34].
The error floor of peak selection is higher than any error
floor encountered by the JBSF method. Although ηt ¼ 0:1
achieves the best performance at high SNR (2.46 ns), it
does not maintain good performance for low and medium
SNR. According to Fig. 8, the performance at ηt ¼ 0:4 yields
a good trade-off over the whole SNR range. It only has a
2 dB performance loss in the SNR range of 8–18 dB
compared to larger thresholds, and its error floor is still
close to the low error floors obtained by smaller thresh-
olds. Furthermore, the performance of the JBSF method
with a fixed threshold γ1 ¼ 0:4j½y�kmax

j and γ1 ¼ 0:1j½y�kmax
j

under different backward search windows is shown in
Figs. 9 and 10, respectively. In Fig. 9, the larger the window
length, the smaller the error floor. The performance
differences in the low SNR range are smaller than the
ones with a fixed window length and various thresholds
γ1. There is no more performance improvement, when the
window length is larger than 60 ns. Since we know
that the maximum delay between the first path and the
strongest path is 60 ns, a window length larger than 60 ns
may introduce the problem of regarding the channel tail as
the leading edge. In Fig. 10, the window length of 60 ns
maintains the best performance at high SNR. When the
window length is 70 ns, there is a performance degrada-
tion. Since the threshold is low, the channel tail may cross
the threshold to cause an estimation error. When the
window length is 50 ns, an estimation error may occur,
because the interval between the first and the strongest
peak is larger than the window length.

When we observe the performance of the JBSF method
using different thresholds γ2 as a function of PEFA for
a fixed window length Lw¼50 ns in Fig. 11, they all have
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the same performance as the PS method in the SNR range
of �17 to 13 dB. This is because in the low SNR range, the
received signal is overwhelmed by noise. The chance of
a sample value exceeding the threshold is low. As we use
the result of peak selection when there is no threshold
crossing, the performance of the JBSF method using γ2 in
the low SNR range is the same as the PS method. In the
high SNR range, the smaller the PEFA, the better the TOA
estimate. The PS method still has the highest error floor.
Further, we use a fixed threshold related to PEFA ¼ 10�4 to
test the estimation performance under different window
lengths as shown in Fig. 12. The larger the window length,
the lower the error floor. The exception happens when
Lw¼70 ns and Lw¼60 ns. Then the search window is
too long, and includes the channel tail, which causes an
estimation error.

In Fig. 13, we finally compare the performance of the
JBSF method for γ1 ¼ ηt j½y�kmax

j; ηt ¼ 0:4 with Lw¼60 ns,
and γ2; PEFA ¼ 10�4 with Lw¼50 ns. There are still large
performance gaps between the methods with drift calibration
and the ones without (dashed lines with “○” and “▵”markers).
We employ γ2 for the cases of no drift (dashed lines with “n”

and “⋄” markers), whose performance is similar as the ones
using γ2 for the cases with drift calibration (solid lines with
“▹” and “⋆” markers). The SNR penalty of stroboscopic
sampling (m¼7) compared to Nyquist rate sampling (m¼1)
is again about 9 dB. In general, the PS method (the solid line
with “□”) has a much higher error floor than the JBSF method.
The JBSF method using γ2 and Lw¼50 ns (solid lines with “▹”
and “⋆” markers) could converge to a lower error floor
(2.16 ns) than the JBSF method using γ1 and Lw¼60 ns (solid
lines with “○” and “▵” markers). Based on the above observa-
tions, we could employ the combination of γ2; PEFA ¼ 10�4

and Lw¼50 ns as a good option.

5. Conclusions

In this paper, we have adopted stroboscopic sampling
as a practical low sampling rate solution for accurate TOA
estimation using IR-UWB. Due to the long preamble
required by stroboscopic sampling, the clock drift is one
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of the main error sources in TOA estimation. Hence,
we have included the drift into our system model and
obtained a drift estimate through exhaustive search.
Further, we have employed the PS and JBSF methods to
estimate the TOA using the averaged data samples cor-
rected for the drift. Simulation results confirm that drift
calibration dramatically reduces the TOA estimation errors
due to the drift, and stroboscopic sampling can achieve the
same estimation resolution as Nyquist rate sampling.
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