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This paper designs a feedback beamformer (FBB)
operating in combination with multiple low resolution
ADCs of a MIMO communication system, to cancel the
interfering users. Interference cancellation before the
ADC operation saves the power spent in digitizing the in-
terferers. We specify the necessary conditions required to
cancel the interferers and propose a FBB design technique
using only the training information from the desired user.
We show using simulation results, that the FBB improves
the dynamic range by a factor of three.
Keywords: multi-antenna systems, oversampling ADCs,
source separation, linear prediction.

1. INTRODUCTION

ADCs in multi-antenna systems operating in a dense
multi-user environment spend most of their power and
dynamic range (DR) in quantizing the interferers. One
well known sub-optimal approach to reduce the ADC
power in MIMO systems is to select antennas with largest
signal energies [1]. However such techniques do not
fully exploit the advantages of MIMO, are inherently
sub-optimal, fail in the presence of multiple users and
cannot pilot for variations in the wireless channel.

An alternative approach is to use ADCs sampling at
a rate much higher than the Nyquist rate (oversampling
ADCs), identify and feedback the interferer using a digital
to analog converter (DAC), followed by interference can-
cellation at the ADC input [2]. Cancelling interference
through feedback allows the use of low resolution ADCs
and reduces the power consumption.
Set-up: Consider a multi-user setup, with the desired and
interfering users transmitting over a common wireless
channel and received using antenna array as in Fig. 1. In
[2], the authors introduced a feedback beamformer (FBB)
operating on a bank of oversampled first order ΣΔ ADCs
[3] connected to the antenna array, to cancel the inter-
fering users. They assumed knowledge of the interfering
user signals, and designed a first order FBB to partially
cancel the interference.
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Fig. 1: Proposed ADC architecture with feedback cancellation

Contributions: In this paper, we generalize the FBB de-
sign for an arbitrary order ΣΔ ADC. We aim to cancel
the interfering user signals, such that the ADC output is
an estimate of only the desired user signals. To specify
the conditions of interference cancellation, we utilize the
regressive structure of the ΣΔ ADC and combine the
transfer function of the wireless channel with that of the
multi-channel (MC) ADCs. We propose a block adaptive
FBB design technique utilizing only the training signals
from the desired user. Simulation results show a threefold
improvement in the DR along the direction of desired
user for a narrowband(NB) scenario.

Notation: (̄.), (.)T
, (.)H

and ‖.‖ represent conjugate,
transpose, Hermitian and Frobenius norm. Multi-channel
vectors and matrices are represented as underline bold let-
ters. Continuous time and sampled signals are indexed as
(.) and [.] respectively. I denotes identity matrix, 0K

represent K × 1 vectors of zeros.

2. ΣΔ MODULATION FOR ANTENNA ARRAYS
2.1. Data model

Assume for simplicity, a Nt = 2 user setup as in Fig. 1.
Let user 1 be the desired user and user 2 be the interfering
user, transmitting s(1)(t) and s(2)(t) respectively, with
N (0, σ2

s). The transmit signals are assumed to be band
limited (BL) by frequency f0 in the observation interval
t ∈ (0 : T ]. Usually T corresponds to the duration of a
transmission packet. Let M = �2f0T � corresponds to
the number of samples in (0 : T ], when sampled at the

Nyquist rate. s(j)(t) can be described by a M × 1 vector

s(j) = [s(j)[1], · · · , s(j)[M ]]T and in this case s(1) has

M degrees of freedom, such that s = [s(1)T , s(2)T ]T is a
2M × 1 vector.
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Fig. 2: Classical first order ΣΔ ADC. For details refer [2, 3].

Multi-antenna data model: Consider an array of Nr an-
tennas receiving the BL transmitted signals. The Nr × 1
antenna array vector x[n] = [x1[n], · · ·xNr [n]]T for
oversampling instant (OSI) n ∈ {1, · · · , N} can be
modeled as

x[n] =

2
664
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1 [n]T g

(2)
1 [n]T

...
...

g
(1)
Nr

[n]T g
(2)
Nr

[n]T

3
775 s +

2
64

v1[n]
...

vNr [n]

3
75

= G[n]s + v[n] (1)

where G[n] is a Nr × MNt matrix denoting the MIMO

wireless channel at OSI n, g
(j)
i [n] is a M × 1 vector con-

necting the antenna i with the user j and v[n] is a Nr × 1
vector denoting the thermal noise at the antenna. Stack
(1) for OSI’s n ∈ {1, · · · , N} as2
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x = Gs + v (2)

Here x is a NNr × 1 vector containing signals from Nr

antennas and N OSI, G is a NNr ×MNt tall matrix and
v is a NNr × 1 thermal noise vector.

2.2. Multi-channel ΣΔ model

From the data model relation (2), we see that the sequence
x is an interpolation of the BL sequence s. In a standard
ΣΔ ADC setup of first order as in Fig. 2, Nr first order
ΣΔ ADCs sample and quantize x[n] to obtain a Nr × 1
vector b[n] for n ∈ {1, · · · , N}. Consider our setup as
in Fig. 3 and [2], where the ADC output of the previous
time instants is fed back via a Kth order FBB, denoted by
a KNr × Nr matrix W = [WT [1], · · · , WT [K] ]T .

The input signal x[n] is predicted using the FBB ar-
rangement as a Nr × 1 vector x̂[n] = WHbK [n − 1],
where bK [n − 1] = [b[n − K], · · · , b[n − 1] ] is a
KNr × 1 vector. The ADC output is

b[n] +
nX

j=1

WHbK [j − 1] =

nX
j=1

x[j] + e[n] (3)
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Fig. 3: Interference cancellation using a Kth order multi-

channel ΣΔ ADC, followed by digital combiner ϑ.

where e[n] is a Nr × 1 vector denoting the additive
quantization noise. The ADC output stacked for n ∈
{1, · · · , N} as in [2], and for K = 1 is

Bb = L1x + e where (4)

B =

2
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INr · · · INrINr

3
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where b is a NNr × 1 vector denoting the ΣΔ ADC
output, and elements of b are ±1, e is a NNr × 1 vec-
tor denoting the quantization noise [3], uncorrelated with
x. L1 and B are a NNr × NNr lower triangular (LT)
block Toeplitz matrices. We refer to the above setup (4)
as multi-channel (MC) ΣΔ ADCs.

Combining the data model relation (2) with the above
MC ΣΔ (4) relation leads to
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Bb = L1 Gs + ẽ (5)

where ẽ = L1v + e, G is a tall matrix with full col-
umn rank and (5) can also be seen a block Toeplitz wire-
less channel L1 G operating on BL s. This architecture
is somewhat similar to [4], where the authors design the
feedback matrix to minimize the quantization noise.
Digital source separation: Since the columns of L1 are
not orthogonal to the columns of G, Bb can be seen as
a linear combination of s. Thus the MC ADC model (5)
is a moving average process operating on the transmitted
signals. From the array processing literature [5], s(1) can
be estimated if L1 G in (5) is invertible.

3. ΣΔ ADC INTERFERENCE CANCELLATION

However our main objective is to exploit the regressive
structure and perform interference cancellation before the
ADCs. This section will show that the ΣΔ ADC speci-
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fied by (4) and (5) satisfies the necessary conditions for
perfect reconstruction (in a noiseless case) of the desired
user signals.

The ΣΔ ADC operation as in Fig. 3 can also be spec-
ified by computing the Nr ×1 vectors respectively denot-
ing the prediction error p[n] and the ADC output b[n] as

p[n]=x[n]−WHbK [n−1], &b[n]=Q{
nX

j=1

p[j]}. (6)

The computation of p[n] in (6) can be related to digital
baseband equalization techniques such as prediction error
methods (PEM) [6]. PEM techniques, however minimize
only p[n], do not perform interference cancellation and
are not designed to reconstruct the desired signals.

The main question now is the design of W to perform
interference cancellation. This leads to

• a more faithful representation of the desired user
signals for a specified resolution.

• W designed using the MMSE criteria serves to
decorrelate the signal and noise terms.

For simplicity, let L = B† L1. Now L is a function of W
and the MC data model can be rewritten as

b = LGs + ε̃ where ε̃ = B† ẽ.

The FBB input bK [n − 1] in (6) can be modeled as

bK [n − 1] = HK [n − 1]s + ε̃K [n − 1], (7)

where ε̃K [n − 1] = [ε̃[n − K], · · · , ε̃[n − 1]]T and

LK [n − 1]=

2
64
Ln−K, 1· · ·Ln−K, n−K

...
. . .

. . .

Ln−1, 1 · · · · · · Ln−1, n−10

3
75 G.

The ADC output b[n] from (7) is combined in the
digital baseband using a Nr × 1 MSE based fitting vector
ϑ, to estimate the desired user signal s̃(1)[n] = ϑH

0 b[n]:

ϑ0 = min
ϑ

E‖s(1)[n] − ϑHb[n]‖2. (8)

For simplicity, we ignore the down-sampling operation
and represent s(1)[n] for n ∈ {1, · · · , N}.
3.1. Conditions for Interference cancellation

Proposition 1 Consider a MC ΣΔ ADC input x[n] con-
taining contributions from Nt BL users. There exists
KNr × Nr filtering matrix W with KNr ≥ MNt,
operating on bK [n − 1] to compute b[n] such that:

In the absence of thermal and quantization noise, s(1)[n]
can be perfectly reconstructed using a Nr × 1 vector ϑ
operating on b[n], ∀n ∈ {1, · · · , N}.

Proof. L is a square matrix with linearly independent

columns, As long as the columns of L1 are not orthogo-
nal to the columns of B†, LK [n − 1]T from (7) is of full
column rank KNr .
G is tall with rank MNt. If n > K and NrK ≥ MNt

then HK [n − 1] = LK [n − 1]G is tall with full column
rank.
For ε̃ = 0, x[n] has MNt degrees of freedom:

x[n] ∈ span{b[n], · · · , b[1]} From (2)

From (4) and KNr ≥ MNt:

span{HK [n − 1]} ∈ {bK [n − 1]}
Thus we can design W operating on bK [n− 1] such that

span{x[n] − WHbK [n − 1]} ∈ {b[n]} (9)

This leads to p[n] = x[n]−WHbK [n− 1] as a Nr × 1
innovations vector

E{p[n]bH [n − j]} = 0

and satisfies the normal equations or orthogonality condi-
tions for j ∈ {1, · · · , K} as required for optimal linear
prediction [7]. The ADC output b[n] is combined using a

Nr × 1 vector ϑ to perfectly reconstruct s(1)[n].

This approach is not limited to ΣΔ ADC, and the sig-
nals p[n] can be quantized directly as b[n] = Q{p[n]}.
Since the ΣΔ ADC architecture is especially compat-
ible with our setup, it reduces questions on implemen-
tation. The step-wise operations are detailed below.

Objective: Interference cancellation with MC ΣΔ ADC
Step 1: Given: Input signal x

• Initialize: b[0] = 0

• For OSI n = 1 to N and antennas i = 1 to Nr

– p[n] = x[n] − WHbK [n − 1]

– ΣΔ modulator output
b[n] = Q{Pn

j=1 p[j]}

4. ΣΔ PREDICTIVE BEAMFORMER DESIGN

This section deals with the design of W to minimize the
MSE. We use a first order ΣΔ ADC i.e. K = 1 and W
operates on b[n − 1]. We assume the following

A1 The transmitted signals s are uncorrelated with the
thermal & quantization noise.

A2 At the start of transmission, a small sequence of
data signals known to the receiver, and referred to
commonly as training signals are transmitted.

3428



Estimate W to minimize D, given

b[n] = [I, −W]

»
x[n]

b[n − 1]

–
+ ε̃[n] (10)

where ε̃[n] =
Pn−1

j=1 p[j] + e[n] is a Nr × 1 vector. e[n]
is the Nr × 1 quantization noise vector and from Propo-
sition 1, ε̃[n] uncorrelated to p[n].
Express ϑ in terms of W: The overall MSE D is mini-
mized, with ϑ designed using the Wiener-Hopf equation
[7] as ϑ = R−1

b rbs, where Rb = E{b[n]bH [n]} and

rbs = E{b[n]s̄(1)[n]}. rbs is computed from training
signals. Representing Rb and rbs as functions of W,

with the notation b̂[n] = b[n − 1]

Rb =
ˆ
INr −WH

˜ »
Rxx Rxb̂

Rb̂x Rb̂b̂

– »
INr

−W

–
+ Rε̃

=
ˆ
INr −WH

˜
RX

»
INr

−W

–
+ Rε̃ (11)

where RX is a (K + 1)Nr × (K + 1)Nr matrix and

rXs = E{[xT [n], b̂T [n]]T s̄(1)[n]} is a 2Nr × 1 cross-
correlation vector. For K = 1 RX is a 2Nr×2Nr square
matrix and partitioned as

Rxx = E{x[n]xH [n]} Rxb̂ = E{x[n]b̂H [n]}
Rε̃ = E{ε̃[n]ε̃H [n]} rbs = [INr − W ]HrXs(12)

Minimize the overall D: Inserting the relations (11) and
(12) for Rb and rbs in the overall MSE D, and for sim-

plicity let WΔ =
ˆ
INr −W

˜T
be a 2Nr ×Nr matrix.

The design objective to minimize D is transformed as:

WΔ = min
WΔ

E‖s(1)[n] − rH
bsR

−1
b b[n]‖2

= min
WΔ

σ2
s − rbs

HR−1
b rbs (13)

= max
WΔ

rH
XsWΔ

h
WH

ΔRXWΔ + Rε̃

i
−1WH

ΔrXs

(14) designs WΔ or W to minimize the MSE between
s(1)[n] and its estimate s̃(1)[n]. Assuming that Rε̃ is in-
dependent of RX , the cost function (8) leads to

WΔ = max
WΔ

rH
XsWΔ(WH

ΔRXWΔ)−1WH
ΔrXs

= max
WΔ

rH
XsPWΔrXs (14)

where PWΔ = WΔ(WH
ΔRXWΔ)−1WH

Δ . PWΔ can
also be seen as a projection matrix obtained using the
spanning vectors of WΔ. As a footnote, RX in PWΔ

can be cancelled with a pre whitener: WΔ = R
1/2
X WΔ.

Fig. 4: DR as function of AOA and SNR 20 dB

Due to space constraints, we conclude our design
choosing the columns of WΔ as rXs.

5. SIMULATION RESULTS
To observe the performance of the MC feedback setup
and the design algorithm, we consider a Nr = 6, Nt =
6 NB setup. All users transmit i.i.d sequences over a
set of random Rayleigh fading channels. At the start of
packet, a training sequence of length M = 256 is trans-
mitted. Fig. 4 shows the DR improvement after the intro-
duction of the MC ΣΔ as a function of angle of arrival
(AOA). The desired source is at 0◦ and the interferers
at [30◦, −30◦, 45◦, −50◦ 60◦] and N

M
= 128. Curve

2 corresponds to no preprocessing i.e. W = I in (6).
Comparing the curves 2 with 3, we observe that with the
introduction of MC ΣΔ FBB, the ADC gain/DR at 0◦

improves nearly by a factor of 3.
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