
1694 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 25, NO. 8, AUGUST 2017

Intelligibility Enhancement Based
on Mutual Information

Seyran Khademi, Student Member, IEEE, Richard C. Hendriks, Member, IEEE, and W. Bastiaan Kleijn, Fellow, IEEE

Abstract—Speech intelligibility enhancement is considered for
multiple-microphone acquisition and single loudspeaker render-
ing. This is based on the mutual information measured between the
message spoken at far-end environment and the message perceived
by a listener at near-end. We prove that the joint optimal process-
ing can be decomposed into far-end and near-end processing. The
former is a minimum variance distortionless response beamformer
that reduces the noise in the talker environment and the latter is a
post-filter that redistributes the power over the frequency bands.
Disjoint processing is optimal provided that the post-filtering op-
eration is aware of the residual noise from the beamforming op-
eration. Our results show that both processing steps are necessary
for the effective conveyance of a message and, importantly, that the
second step must be aware of the remaining noise from the beam-
forming operation in the first step. In addition, we study the use of
the mutual information applied on the perceptually more relevant
powers per critical band.

Index Terms—Minimum variance distortionless response
(MVDR) beamformer, mutual information, multi-microphone,
speech intelligibility enhancement.

I. INTRODUCTION

THE use of speech processing devices in our society has
become widespread. Examples are public address sys-

tems, mobile telephony, hearing aids and internet telephony.
The trend to make these devices more mobile also increased the
expectancy that these systems can be used in all daily life sit-
uations. However, this also means that the user environment is
typically also more noisy with increased intelligibility problems
as a result.

In many speech communication applications we can distin-
guish two environments: the far-end and the near-end environ-
ment, see Fig. 1. In a typical mobile phone application or public
address system, the far-end is the environment where the (noisy)
target is recorded, and the near-end is the environment where
the recording is played back to the listener. Note that in such
applications the loudspeaker (at near-end) and microphone
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Fig. 1. A block diagram for a speech communication system.

(at far-end) are physically separated, while with hearing as-
sisting devices and conferencing applications the microphone
and loudspeaker are typically in the same environment.

Commonly, the target source and the listener are surrounded
by other interfering acoustic sources. This can lead to a degra-
dation of speech quality, causing an increased effort for the
listener, as well as a decreased speech intelligibility. To increase
the speech quality and intelligibility, it is common practice to
apply noise reduction and speech enhancement algorithms to
the signals recorded at the far end and played back at the near
end, respectively.

The processing to overcome the effect of interfering signals
present in the far-end and near-end environment have always
been considered separately in the literature. To reduce far-end
noise, it is common to apply single or multi-microphone noise
reduction algorithms at the far-end (for example [2]–[5]), al-
though methods operating at the near-end to remove far-end
noise do exist [6]. Single-microphone methods are mostly effec-
tive for increasing the speech quality, while multi-microphone
methods are able to improve the speech intelligibility as
well [7].

At the near-end, the pre-processing is performed on the speech
signal that is received from the far-end, to maintain its intelligi-
bility when played out in the noisy near-end environment. One
way to classify existing near-end intelligibility techniques, is
with respect to the present interference in the noisy environ-
ment. A great amount of these methods focus primarily on addi-
tive sound sources that are uncorrelated with the target [6]–[14].
However, depending on the exact scenario (e.g., in the case of
a public address system), reverberation might also be present at
the near-end [8], [9]. In some more recent contributions the pres-
ence of both reverberation and additive noise was investigated,
e.g., [13], [15], [16]. In this paper, we will neglect the presence
of reverberation. However, the presented model can easily be
extended to also take certain aspects of (late) reverberation into
account, in a similar way as presented in [16].
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Another way to classify intelligibility enhancement methods
is based on how intelligibility, perception and/or audibility is
taken into account. The first class is based on somewhat more
heuristic and empirical considerations. The near-end speech
enhancement has been studied as early as in the late 1940s.
Licklider and Pollack [17] showed that there is a negligible
negative impact on intelligibility of speech by first differenti-
ating the signal followed by infinite clipping and integration.
Niederjohn and Grotelueschen proposed an effective technique
[10], which is based on simple techniques, such as high-pass
filtering, clipping and dynamic range compression, being mo-
tivated by the empirical finding that high-frequency and low
energy components of speech (frequently belonging to conso-
nants) promote intelligibility [18], [19]. See also e.g., [11], [12].
Even though these sort of heuristic techniques offer an accept-
able complexity-performance trade-off, often extensive tuning
is required and there is no optimality criteria for direct evaluation
and comparison.

Therefore, the second class is based on optimization of more
formal mathematical models of speech intelligibility, see e.g.,
[14] for an overview. To bound power usage, satisfy average
loudspeaker power constraints or to overcome hearing discom-
fort due to loud sounds, typically, these models are optimized
under an energy constraint.

Two historically important intelligibility predictors of speech
in noise are the articulation index (AI) [20], [21] and the speech
intelligibility index (SII) [22]. Within the near-end intelligibility
enhancement context, the SII has been optimized in [23], [24].
More recently the SII has been approximated as proposed in [25]
to make constrained optimization tractable. The approximated
SII was used in [16] to increase the intelligibility of speech when
degraded by both speech reverberation and noise. Instrumental
speech intelligibility measures referred to as short-time objec-
tive intelligibility (STOI) measure [26] and the Glimpse pro-
portion metric [27] are amongs the recently proposed measures.
STOI is based on calculating normalized correlation coefficients
between the temporal envelopes of the degraded and the clean
speech per critical band. Although STOI was developed to pre-
dict the intelligibility of processed noisy speech, it was used in
[28] to perform optimal channel selection in a cochlear implant
setup.

The glimpse proportion metric [27] measures the proportion
of spectro-temporal regions whose local signal-to-noise ratio
(SNR) exceeds a pre-determined threshold. The glimpse pro-
portion metric was used in [29]–[31] to optimize the intelligi-
bility of speech in noise. A somewhat different metric is the
spectro-temporal auditory model presented in [32]. This model
was used in [33], [34] to optimally redistribute speech energy
over frequency and time for the application where processed
speech is exposed to background noise. In [15], [35] the model
from [32] was adapted to the application of speech rendered in
noisy reverberant environments.

Most of the aforementioned speech intelligibility metrics
model certain stages of the human ear and determine speech
intelligibility based SNR (e.g., [20]–[22], [27], [29]) or the
correlation between the clean and noisy processed signal
(e.g., [36]). As speech intelligibility expresses the amount of

information that is transferred from the source, i.e., the intended
message in the speakers brain, to the receiver, i.e., the listener’s
brain, it is natural to use information theory and express intelli-
gibility in terms of mutual information (MI). This is an emerging
theory that can be considered to unify all the qualitative and
quantitative design methodologies for speech enhancement. In-
deed, many of the experienced-based measures and historically
developed techniques for speech enhancement fall as an special
case within the overreaching mutual information framework.

A few examples of speech intelligibility predictors based on
the concept of mutual information have been proposed over the
last few years, [37]–[40]. The model proposed in [40] is an
effective model of human communication based on MI. This
model takes the noise inherent in the speech production process
and the speech interpretation process into account. Unlike the
environmental acoustical noise sources, the speech production
noise is not a physical acoustical noise source, but can be inter-
preted as variations on the intended message that are introduced
during the speech production process. Although not a physi-
cal noise source, it is possible to measure its variance using
speech databases where the underlying message in the speech
realizations are identical, see e.g., [41]. An important aspect of
the speech production and the interpretation noise is the fact
that they can be argued to scale with the signal, resulting in
a fixed SNR. Such a constant production and/or interpretation
SNR has a significant effect on a power constrained commu-
nication system. The usefulness of a particular communication
channel saturates near the production SNR or the interpretation
SNR, whichever is lower. Although originating from the con-
cept of MI, the predictor from [40] resembles the heuristically
derived classical measures of intelligibility such as the AI and
the SII [1]. Further, as shown in [40], this measure is effective
for near-end speech intelligibility enhancement.

A typical assumption of many near-end intelligibility en-
hancement algorithms (e.g., [16], [23], [25], [30], [31], [38],
[42]) is to assume the input speech to be clean. However, in
many daily life situations this assumption is invalid. Interfering
sources present at the far-end and the subsequent processing to
reduce them, influence the final intelligibility at the near-end.
However, processing to overcome the effects of noise at the
far-end and the near-end have always been considered as two
separate problems.

In [1], we considered the presence of a microphone array
at the far-end and the intelligibility optimization is performed
with respect to the far-end and the near-end in a joint manner
by taking both the disturbances at the near-end and the far-end
into account. By doing so, we extended the model from [40]
to also include noise sources present at the far-end. Similar to
the fixed production SNR, a finite far-end SNR influences the
effectiveness with which the intelligibility can be improved at
the near-end. More specifically, depending on the SNR after
far-end processing, the environmental noise at the near-end may
be negligible compared to the far-end noise already present
in the signal. Then increasing the near-end channel quality by
boosting the power is of little benefit; it is then likely more
beneficial to increase the power of channels with a high far-end
SNR.
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In addition to [1], in this work, we consider the critical band
model. A thorough analysis is offered to derive a proper sta-
tistical model to evaluate the mutual information in this model.
Moreover, we approach the intelligibility enhancement problem
from a different point of view that provides better understand-
ing of the problem, i.e., first by having no statistical assumption
about the signal in critical bands and proving the optimality
analysis regardless of the distribution of the signal and then con-
sidering the stochastic model for completion. At the end, more
extensive experimental results are added and listening tests are
performed to validate the proposed model and algorithm. Our
analysis suggests that the Gaussian assumption of critical band
powers in [40] offers a valid and accountable model for intelli-
gibility studies. We prove that, given the transparency between
the processors at the far-end and the near-end, the joint intelli-
gibility optimization problem can be decomposed into the well-
known minimum variance distortionless response (MVDR)
beamformer (at far-end), followed by a linear near-end pro-
cessor which redistributes the power over the frequency bands.

II. SIGNAL MODEL

In this section we present the communication model, which
is partially adopted from [40]. We briefly summarize the main
aspects of the model presented in [40] and extend this to also
take the far-end noise into account. In Section IV we further
extend the model to multiple microphones.

We use standard bold upper case, bold lower case and normal
symbols to indicate matrices, vectors and scalars, respectively.
Scalar stochastic variables are distinguished by uppercase letters
whereas stochastic vector and matrix variables are left to be
recognized from the context. The conjugate, conjugate transpose
and inverse of a matrix X are denoted as X∗, XH and X−1 ,
respectively. The cardinality of a set A is denoted by its zero-
norm as ||A||0 .

The speech process S is assumed to be a sequence of complex
random vectors, with each coefficient Sk,i describing a complex
DFT at frequency-bin index k and time-frame index i, so the
signal model is represented in DFT domain. We take the natural
variation of speech, referred to as the production noiseQk,i , into
account. The produced speech is the convolution of the human
vocal tract filter and the excitation signal in time domain1. The
excitation signal can be considered as the carrier, while the vocal
tract can be considered as the information. To take the natural
variations of speech into account, i.e., the production noise, we
introduce the production noise by means of the variable Qk,i

that is thus assumed here to be additive on the intended speech
message S like [40]. As a result, the acoustic signal produced
at time-frequency point (k, i) is given by

Tk,i = Sk,i +Qk,i . (1)

We make the plausible assumption that the SNR due to the
noise Q in the produced speech signal is independent of the
presentation level. This can be explained by the fact that the

1This is equivalent to multiplication in frequency domain, which can be
modeled as a multiplicative noise [41], however we consider the production
noise to be additive for the sake of simplicity.

Fig. 2. System model schematic.

inter and intra person variations of a specific speech sound scale
with the representation level. As an important consequence, the
speech production SNR, remains constant.

The noise present at the far-end is denoted by Uk,i . The spec-
tral coefficients of the recorded signal are therefore

Xk,i = dk,iTk,i + Uk,i , (2)

where dk,i is the room transfer function from source to the
microphone.

To increase the intelligibility of the interpreted message, the
recorded signal is being processed prior to rendering in the noisy
near-end environment. The modified coefficients are denoted by
·̃. The signal as received by the observer is contaminated by the
noise in the near-end environment Nk,i .

As proposed in [40], similar to the production noise, natu-
ral variation of the human auditory system including internal
noise, the absolute hearing threshold, variations in the message
interpretation process and an increased hearing threshold can
be modeled by an additional noise source, which we refer to as
interpretation noise and is denoted by Wk,i . Part of Wk,i scales
with the signal. This is consistent with the notion of instanta-
neous masking (e.g., [43]). As a consequence, we assume that
the interpretation SNR (σ2

Yk
/σ2

Wk
), remains constant.

The schematic overview in Fig. 2 illustrates the considered
signal model. In the absence of the processor, this is summarized
as

Zk,i = dk,iSk,i + dk,iQk,i + Uk,i +Nk,i +Wk,i, (3)

where dk,i , Uk,i and Nk,i are environmental distortions while
Qk,i and Wk,i are natural variations.

The considered signal model constitutes a Markov chain,
i.e., Sk,i → Tk,i → Xk,i → X̃k,i → Yk,i → Zk,i . The relation
at each Markov step is described by the correlation coefficient
between the corresponding variables, which is a measure of
dependency.

We need to find an effective objective measure for designing
the processor that maximizes the correlation between the orig-
inal signal S and the perceived signal Z. This is studied in the
next section and the optimal linear processor is discussed and
developed in the subsequent sections.

III. MUTUAL INFORMATION MEASURE

Mutual information is a unique measure of dependence be-
tween two arbitrary random variables i.e., the information one
can obtain about random variable S by observing Z. This is by
definition the difference between the differential entropy in vari-
ableS (h(S)) and the conditional differential entropy (h(S|Z)).
The functions p(s), p(z) and p(s, z) are the probability density
function (pdf) of the random variables S and Z, and the joint
pdf of S and Z, respectively. Mutual information is quantified
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by the unit of bit or nat per communication depending on the
base of the logarithm [44], which is given by

I(S;Z) := h(S) + h(Z) − h(S,Z)

=
∫ +∞

−∞
p(s, z) log

p(s, z)
p(s)p(z)

dsdz. (4)

The mutual information for two random variables does not
change by scaling the variables. Note that, this holds for any
invertible and differentiable mapping of the random variables.

Let si and zi denote K-dimensional stacked vectors of spec-
tral coefficients in one time frame i. The mutual information
rate between the original si and the received zi , denoted by
I(si ; zi), describes the effectiveness of the communication pro-
cess in this context. This is dependent on the SNR of the system
(ξk ) at each frequency bin, which varies with the processor, and
consequently is related to ρTk , i X̃k , i

ρX̃k , i Yk , i
. These are product

moment correlation coefficients between two arbitrary random
variables, which is defined as ρXY = cov(X,Y )

σX σY
, where the co-

variance for the zero-mean complex-valued random variables is
defined by E{XY ∗} and the denominator is the product of the
standard variation of the two variables.

We summarize and discuss the assumptions that we make to
further introduce the enhancement operator based on the mutual
information measure:

1) The processing is performed by a linear time-invariant
operator (gain), which implies that ρTk , i X̃k , i

= ρTk , i Xk , i
.

2) All processes are stationary, and memoryless so we omit
the time-frame index i for notational convenience, i.e.,
ρSk , i Zk , i

= ρSk Zk
.

3) The speech signal and the environmental noise processes
are uncorrelated, i.e., E{TkUk} = E{Tk}E{Uk}: This
assumption is critical for the mathematical tractability of
the problem, i.e., valid to a good extent unless the envi-
ronment is reverberant.

4) The signal model follows the Markov chain model as
Sk → Tk → Xk → X̃k → Yk → Zk , and the correlation
coefficient is given by ρSk Zk

= ρSk Tk ρTk X̃k
ρX̃k Yk

ρYk Zk
:

Under the Markov chain property, each random variable in
the chain is conditionally dependent of only the previous
one. This requires the individual sources to be independent
from each other which is already assumed in our model.

5) Individual component signals in the time-frequency rep-
resentation are independent so we can then write

I(si ; zi) := I(S;Z) =
∑
k

I(Sk ;Zk ). (5)

Considering the independence of DFT coefficients across
neighboring frequency bands is a crucial simplification,
which is however commonly made within the context of
speech enhancement, e.g., [45]. We emphasize that obvi-
ously, neighboring DFT bins in short time frames are de-
pendent as naturally the speech modulation ranges across
critical bands. Thus, this assumption is merely made for
mathematical tractability.

6) The mutual information at the kth frequency bin is an in-
creasing function of the SNR at that band (ξk ), regardless

of the distribution of S and Z: The mutual information
between S and Z is a nonlinear function of the overall
correlation coefficient and hence the SNR, which itself
is a function of both far-end and near-end SNR, that we
aim to maximize by tuning the processor. In fact, the
mutual information between S and Z is increased via
pre-processing of the speech prior to play back in the
noisy near-end environment. This assumption complies
with data processing inequality and we show later that it
is correct for the two proposed distribution of the critical
bands.

7) The production and interpretation noise are indepen-
dent of the presentation level and they are represented
by a fixed gain at each frequency band denoted by
ρ0k := ρSk , i Tk , i ρYk , i Zk , i

which is a fixed number between
[0, 1]: For production noise, we would expect some varia-
tion in the production SNR if a person attempts to talk at
a “not normal level” or strains to talk in loud noise, this is
not considered in our model.
The fixed-SNR model for interpretation noise is not
valid for very high and very low listening levels. How-
ever, this is entirely consistent with the notion of hav-
ing a masking curve, which has a level relative to the
masker. Thus, we expect it to be an accurate represen-
tation when conventional masking models are accurate.
Notice that although we did not take masking explicitly
into account, the concept of interpretation noise that is
introduced is to a high degree related to the concept of
masking.

The maximum mutual information is obtained by giving X̃k,i

the maximum amount of power prior to degradation by the en-
vironmental noiseNk,i . Setting the power to infinity, the mutual
information will be infinite, i.e., infeasible in physical systems.
Limiting the power in a band thus decreases the mutual in-
formation in that band. In this paper we consider the situation
where the total power summed across all frequency bands is
constrained. The optimal power distribution across frequency
bands for mutual information maximization is then expected to
depend on the power of the noise sources present at the different
stages of the communication chain in the different frequency
bands.

So far, we have not made any assumptions on the distribu-
tion of the random variables, nevertheless, we assume that the
mutual information is an increasing function of SNR. Later, we
verify this assumption for our proposed statistical model. In the
following, we extend our signal model to a multi-microphone
system in order to partly suppress the far-end noise that affects
the speech intelligibility.

IV. OPTIMAL LINEAR PROCESSOR

The correlation between the intended and perceived message
is a function of SNR. In this work we assume linear time in-
variant processing and knowledge of the second order statistical
information about the signal and present noise sources. Below
we will extend the signal model from Section II to multiple
microphones.
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A. Multi-Microphone Signal Model

Let the linear processor for multi-channel processing be de-
noted by vk . In the multi-microphone setting, we aim to find,
for each time-frequency component, a linear processor vk that
maximizes the mutual information between S andZ subject to a
power constraint. We denote the acoustic transfer function from
source to microphone m by dk,m and we use the following vec-
tor notation i.e., dk = [dk,1 , ..., dk,M ]T . Let the far-end noise
recorded by the microphones be denoted by the vector uk . The
processed noisy microphone data is then given by

X̃k = vHk dkTk + vHk uk , (6)

with Tk being the clean speech available at the source location
for the kth frequency bin and vk the multi-microphone proces-
sor. Given the communication model in Fig. 2, we can define
a SNR at several positions in this channel. At first we define
the acoustical SNR ξk , being the ratio between the variance of
the speech process T (i.e., including production noise), and the
variance of the environmental noise processes, that is,

ξk =
vHk dkdHk vkσ2

Tk

vHk RUk
vk + σ2

Nk

, (7)

where the far-end noise covariance matrix at the microphones
is given by RUk

= E{ukukH }. Note that (7) describes the
SNR of the speech including production noise, i.e., process Tk ,
with respect to the environmental noise sources only. The SNR
value, ξk , is bounded by the remaining far-end noise vHk RUk

vk ,
consequently, reducing the far-end noise makes the bound on the
final SNR (ξk ) less tight. Secondly, we can also define the SNR
between the message S and the production noise Q. Note that
the speech production noise Q, present in process T , already
limits the SNR of the speech process S (the intended message),
where no linear processing of process T can increase this SNR.
This effectively limits the SNR of the overall communication
channel.

The linear processor vk is designed to maximize the mu-
tual information with respect to the average power constraint.
For now we do not assume any statistical model for the signal.
The mutual information is considered to be a generic increas-
ing function of the SNR denoted by f(ξk (vk )) : CM → R+ ,
where R+ is a set of real and positive scalars. This assumption
facilitates the proof of the optimal linear processor regardless
of the distribution of the signal.

So far, the signal model is built up based on the complex
DFT domain. In Section V, we consider the critical band model
for human auditory systems where the linear processor is deter-
mined for each critical band rather than every single complex
DFT bin.

B. Spatial Processing

In this subsection, we derive the optimal multi-channel
linear processor. The optimization problem for intelligibility

improvement subject to the total power constraint is given by

sup
∑

k f

(
vH
k dk dH

k vk σ
2
T k

vH
k RU k

vk +σ 2
N k

)

{vk} ∈ CM

subject to
∑

k vHk dkdHk vkσ2
Tk

=
∑

k σ
2
Tk
,

(8)

where the objective denotes the mutual information between Sk
and Zk which is given in terms of the processor vk .

The mutual information measure in (8) includes a sum of non-
linear fractional terms which, in general, can not be transformed
into standard convex programming framework [46]. To find
an optimizer for (8), we introduce a variable transformation
vk = α

1/2
k wk together with appending an additional constraint

vHk dkdHk vk = αk . The variable αk is a real and positive scalar.
Then (8) can be rewritten as

sup
∑

k f

(
vH
k dk dH

k vk σ
2
T k

vH
k RU k

vk +σ 2
N k

)

vk ∈ CM ,αk ∈ R+
subject to C1 :

∑
k αk σ

2
Tk

=
∑

k σ
2
Tk

C2 : vHk dkdHk vk = αk , ∀k.

(9)

This is an equivalent problem to (8), where the objective function
can be rewritten in terms of wk and αk :

I(Sk ;Zk ) = f(ξk (αk ,wk )) = f

(
αkσ

2
Tk

αkwH
k RUk

wk + σ2
Nk

)
.

The constraints are independently separated into C1 and C2 . This
step, although simple, is important for the final decomposition
of the problem, using the fact that in general supx,y f(x, y) =
supxsupy f(x, y) (see [46, p. 133]), (9) can be rephrased as

sup sup
∑

k f(ξk (αk ,wk )).
αk ∈ R+ , C1 wk ∈ CM , C2

(10)

The benefit appears from the independency of the constraints,
which makes it amenable for standard solutions. The inner max-
imization problem in (10) over wk leads to the standard MVDR
beamforming problem where the solution is given by [4] as

w∗
k =

R−1
Uk

dk
dHk R−1

Uk
dk
, ∀k.

Using w∗
k , the outer maximization in (10) is only over the αk

variables, hence (9) simplifies to

sup
∑

k f

(
αk σ

2
T k

αk σ 2
M k

+σ 2
N k

)

αk ∈ R+
subject to

∑
k αk σ

2
Tk

=
∑

k σ
2
Tk

(11)

where σ2
Mk

= w∗
k
HRUk

w∗
k is the far-end noise that remains

after processing by the MVDR beamformer. Thus, to solve (11)
it is required to know at least the output noise of the MVDR
processing from the far-end side. This is a crucial step in the
decomposition of the processor. The problem in (11) is a convex
problem provided that f(ξk (αk )) is a convex function of αk
since the sum of convex functions is convex.
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The MVDR beamformer is the optimal linear pre-processor
(wk ) with respect to any intelligibility measure that is an in-
creasing function of SNR, including the mutual information
measure, and is operating in the complex DFT domain. This
can be easily shown, e.g., for the ASII measure [25] as well. In
fact, the MVDR power is the sufficient statistics for the near-end
proceeding operation [47], [48].

V. MUTUAL INFORMATION FOR CRITICAL BANDS

As the ultimate recipient of the final signal is a human, we
investigate in this section the post-processor (αk ) based on the
perceptually motivated critical band model with real positive
(power) values. The main challenge of taking the critical band
model into account is to properly model the distribution of the
signal within the critical bands in order to calculate the explicit
mutual information expression.

A. Critical Band Signal Model

The critical band representation assumes an auditory filter
bank that models the processing at the level of the basilar mem-
brane in the cochlea. The effect of this filter bank is to transform
the spectral information to real positive values that represent the
envelope of the acoustic signal in the frequency domain. Then,
adjacent DFT bins are grouped and their powers are summed
to form the corresponding spectral power in the critical band
i.e., the output of the human ear to be processed by the brain
[49]. Instrumental intelligibility measures commonly work on
critical band amplitudes, e.g., calculated as

S̄ ′
m,i =

√ ∑
k∈Bm

|Sk,i |2 , (12)

where Bm denotes a set of spectral coefficient indices that be-
long to the mth critical band. The square root used in cal-
culating critical band amplitudes often complicates analytical
derivations. Using critical band powers (instead of magnitudes)
simplifies the expression. In this section we derive an exact ex-
pression for the mutual information under the model introduced
in Section II, using critical band powers. We define the speech
critical band power as

S̄m,i =
∑
k∈Bm

|Sk,i |2 , (13)

and the processed noisy speech critical band power as

Z̄m,i =
∑
k∈Bm

|Zk,i |2 . (14)

In a similar way as S̄m,i and Z̄m,i we define N̄m,i ,
M̄m,i and T̄m,i , i.e., T̄m,i =

∑
k∈Bm

|wH
k dkTk,i |2 , and the

processed noise from the far-end is denoted by M̄m,i =∑
k∈Bm

|wH
k uk,i |2 . In turn, X̄m,i and ¯̃Xm,i are related by

˜̄Xm,i = αmX̄m,i . (15)

A critical issue is the form that the distribution of S̄m and Z̄m
take, as it is the key to finding the mutual information between
S̄m and Z̄m (assuming stationary speech and dropping the time

index i). Further, we need to derive f(ξm (αm )) to reformulate
(11) based on the critical band model.

Random variables S̄m and Z̄m can be argued to be Chi-
squared distributed with lm = 2||Bm ||0 degrees of freedom
[50], being twice the number of frequency coefficients in mth
critical band. This is based on the assumption that the individ-
ual complex DFT coefficients are independent and identically
Gaussian distributed, i.e., assuming within a critical band the
power spectral density is fixed. Note that the latter assump-
tion, on Gaussianity of DFT coefficients, does not change the
MVDR optimality results from Section IV. Note that, in reality
DFT coefficients are not independent because they are caused
by physical modulation.

The factor two in the definition of lm is due to the fact that
the DFT bins are complex Gaussian variables. This means that
lm is at least two when the cardinality of Bm equals one. In
this case, the Chi-squared variable is the power of a single
complex coefficient of a DFT bin. The differential entropy for
Chi-squared random variables with lm degrees of freedom is a
known expression derived in [51] so the mutual information can
be derived accordingly.

B. Mutual Information for Chi-Squared Random Variables

The mutual information expression for two arbitrary Chi-
squared random variables S̄ and Z̄ can be derived using the
results from [51] and is given by

I(S̄; Z̄) = l
ρ2

ρ2 − 1
− l

2
log(1 − ρ2)

+E

{
log

(
Γ
(
l

2

)( √
ρ2 S̄Z̄

2(1 − ρ2)

)1− l
2

I l
2 −1

(√
ρ2 S̄Z̄

1 − ρ2

))}

= l
ρ2

ρ2 − 1
− l

2
log(1 − ρ2) + log

(
Γ
(
l

2

))

+
(

1 − l

2

)
⎛
⎜⎜⎝ log

( √
ρ2

2(1 − ρ2)

)
+

1
2
E{log(S̄Z̄)}︸ ︷︷ ︸
2ψ ( l

2 )+2 log(2)

⎞
⎟⎟⎠

+E

{
log
(

I l
2 −1

(√
ρ2 S̄Z̄

1 − ρ2 )
)}

. (16)

where ρ is the correlation coefficient between arbitrary Gaussian
variables, that are summed to form the Chi-squared variables as
defined in [51]. Note that if the Gaussian variables are complex-
valued, as in our setting, then the covariance and hence the
correlation coefficient, in general, are complex [52, Chapter 7],
so we define ρ2 := ρρ∗ here. In turn, l is the number of Gaussian
variables in the summation. The extended derivation is given in
Appendix A. The last expectation term in (16) does not have
a known closed form expression. This complicates analytical
evaluation of the mutual information for the Chi-squared distri-
butions.

The Chi-squared distribution is the sum of l independent
random variables with finite mean and variance, so it converges
to a normal distribution for large l, according to the central
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limit theorem. It is reported in [53] that for l > 50, the Chi-
squared distribution is very close to a normal distribution and the
difference can be ignored. Accordingly for large lwe expect that
the distribution of S̄ and Z̄ converges to a Gaussian distribution
with a known mutual information [44]. Assuming, that based on
the central limit theorem, S̄ and Z̄ are (non-zero mean) Gaussian
distributed, an approximation of their mutual information is
given by

I(S̄; Z̄) ≈ −1
2

log(1 − ρ̄2), (17)

where ρ̄ is the correlation coefficient of two Chi-squared random
variables. The correlation coefficient for S̄ and Z̄ can be easily
derived since we know the mean and variance of Chi-squared
random variables as E{S̄} = E{Z̄} = l,2 in turn

E{(S̄ − E{S̄})2} = E{(Z̄ −E{Z̄})2} = 2l, (18)

and from [51] we have

E{S̄Z̄} = l2 + 2lρ2 . (19)

Therefore, the correlation coefficient for two correlated Chi-
squared distributions is given by

ρ̄ =
cov{S̄Z̄}√

var{S̄}var{Z̄} =
l2 + 2lρ2 − l2

2l
= ρ2 . (20)

Hence, the approximated mutual information for large l is given
by

I(S̄; Z̄) ≈ −1
2

log(1 − ρ4). (21)

where again ρ is the correlation coefficient of Gaussian random
variables that are summed to form S̄ and Z̄, assuming they have
equal correlation coefficients and ρ4 = (ρρ∗)2 .

There are empirical ways to verify the mutual information
expression in (16). To evaluate the mutual information for a
pair of arbitrary Chi-squared random variables S̄ and Z̄, and
compare it to the Gaussian approximation in (21) in particular
for smaller values of l, we evaluate the expectation sentence in
(16) empirically using a large number of generated Chi-squared
random variables. We evaluated the mutual information as a
function of the correlation coefficient. The results are discussed
in Appendix B.

So far we discussed the mutual information for arbitrary Chi-
squared random variables. In the following we extend the dis-
cussion to our speech signal model. The mutual information
maximization problem in (11) is reformulated based on the crit-
ical band model. However, even though the Chi-squared model
might be more accurate with respect to auditory modeling, the
expression for the MI in (16) is unknown in a closed form. We
will show later that, even after the approximation of (16) to (21),
the objective function for near-end processing turns out to be
non-convex.

2This follows from the normalization assumption that E{|Sk |2} =
E{|Zk |2} = 2 as introduced in [51]. Note that neither ρ nor the mutual in-
formation is affected by the unit variance assumption on the real and imaginary
elements of the complex Gaussian random variables.

VI. NEAR-END PROCESSING

In this section, we use plain symbols to denote the critical
band variables, e.g., Sm and Zm . We also use the Gaussian
approximation of the Chi-squared distribution given in (21).
For this, the mutual information measure for the mth critical
band is given by

f(ξm (αm )) = −1
2

log(1 − ρ4
Sm Zm

), (22)

where ρSm Zm
refers to the equivalent correlation coefficient of

the Gaussian DFT bins within a critical band. As we assume the
variances of DFT coefficients within a critical band to be equal,
we calculate the variance within a critical band by

σ2
Tm

= E

{ ∑
k∈Bm

|Tk,i |2
}

=
∑
k∈Bm

E{|Tk,i |2} =
∑
k∈Bm

σ2
Tk
.

The overall correlation coefficient for the mth critical band is
then given by ρ2

Sm Zm
= ρ2

0m ρ
2
Tm Ym

with ρ2
Tm Ym

capturing the
environmental noise effect and is given by

ρ2
Tm Ym

=
αmσ

2
Tm

αmσ2
Tm

+ αmσ2
Mm

+ σ2
Nm

. (23)

Thus, the optimization problem in (11), under the Chi-squared
model, is given by

sup − 1
2

∑
m log

(
1 − ( ρ2

0m αm σ 2
T m

αm σ 2
T m

+αm σ 2
M m

+σ 2
N m

)2
)

αm ∈ R+
subject to

∑
m αm σ

2
Tm

=
∑

m σ
2
Tm

.
(24)

Unfortunately, (24) is not a convex problem with respect to
αm , and taking the Lagrangian and solving the KKT conditions
lead to a quartic equation onαm . Quartic equations can be solved
with numerical algorithms, however, this may lead to complex
roots or double repeated roots due to the non-convexity of the
problem. To overcome this problem we take a step further to
replace the mutual information measure in (22) with a proper
convex function that can be used for the purpose of intelligibility
enhancement.

A. Proposed Processor

In order to have an effective and reliable intelligibility mea-
sure that can be optimized using efficient optimization algo-
rithms, at least two properties must be satisfied:

1) f(ξm (αm )) is a concave function of αm ,
2) f(ξm (αm )) ≥ 0 ∀ρm .
A combination of these two criteria assures that the in-

telligibility measure gives a valid communication rate while
the optimal power allocation weights can be found using the
available convex optimization techniques. The calculated mu-
tual information in (23) for the Chi-squared distributed critical
power bands does not meet the first criterion. Thus, we use the
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following factorization

−1
2

log(1 − ρ4
Sm Zm

) = −1
2

log(1 − ρ2
Sm Zm

)

− 1
2

log(1 + ρ2
Sm Zm

). (25)

The first term in (25) is readily recognizable as the mutual in-
formation assuming Sm and Zm are Gaussian distributed. The
second term is always negative which means that it reduces the
mutual information with respect to the mutual information be-
tweenSm andZm (I(Sm ,Zm )), assuming they have a Gaussian
distribution. Hence, a simple projection to a proper measure is
to discard the second term in (25), which is not a valid term with
respect to the second criterion. Therefore, we stick to the first
term in (25) for the speech enhancement problem. It is worth
mentioning that this approximation is particularly tight when
ρSm Zm

is close to one (high SNRs) since the second term in
(25) approaches log(2) which is negligible compared to the first
term.

By replacing the fourth-order power of ρSm ,Zm
in (22) by a

quadratic power, the proposed intelligibility measure is

f(ξm (αm )) = −1
2

log(1 − ρ2
Sm ,Zm

). (26)

This means that we effectively assume the critical band powers
to be zero-mean Gaussian random variables. Even though this
may overestimate the actual mutual information, it provides a
convex function in terms of αm . Now, we can solve for the
amplification factors αm assuming the above proposed model.
It is worth mentioning that even though the objective in (24) is
not always a convex function of αm (depending on the near-end
SNR), it may predict the mutual information rate in the speech
more accurately. This needs more through investigation which
is out of the scope of this work.

B. Problem Formulation

Applying the above argued approximation to (24), we obtain
the problem formulation

sup − 1
2

∑
m log

(
1 − ρ2

0m αm σ 2
T m

αm σ 2
T m

+αm σ 2
M m

+σ 2
N m

)
αm ∈ R+
subject to

∑
m αm σ

2
Tm

=
∑

m σ
2
Tm
.

(27)

The Lagrangian for this problem is given by

L({αm}, λ, {μm}) =

− 1
2

∑
m

log
(

1 − ρ2
0,mαmσ

2
Tm

αmσ2
Tm

+ αmσ2
Mm

+ σ2
Nm

)

+ λ

(∑
m

αmσ
2
Tm

−
∑
m

σ2
Tm

)
+ μmαm , (28)

where λ and μm are nonnegative. Taking the partial derivative
of (28) with respect to αm and putting it to zero leads to a
stationary condition which gives the μm variables in terms of

the other variables.

∂L({αm}, λ, {μm})
∂αm

=
1
2

σ2
Tm

+ σ2
Mm

αm (σ2
Tm

+ σ2
Mm

) + σ2
Nk

− 1
2

(1 − ρ2
0m )σ2

Tm
+ σ2

Mm

αm (1 − ρ2
0m )σ2

Tm
+ αmσ2

Mm
+ σ2

Nm

+ λσ2
Tm

− μm = 0. (29)

Then going to the complementary slackness condition we have
μmαm = 0,∀k, i.e., for nonzero αm s, μm needs to be zero
so αm is given by putting μm = 0 which itself is a quadratic
equation in αm and can lead to negative solutions, however,
only a positive αm is valid and the negative ones are put to zero.
The quadratic function is given by

amα
2
m + bmαm + cm = 0 , (30)

where αm = −bm ±
√
bm

2 −4am cm
2am

and

am = −(σ2
Tm

+ σ2
Mm

)((1 − ρ2
0m )σ2

Tm
+ σ2

Mm
)λ (31)

bm = −((2 − ρ2
0m )σ2

Tm
+ 2σ2

Mm
)σ2

Nm
λ (32)

cm =
1
2
ρ2

0m σ
2
Nm

− σ4
Nm

λ . (33)

The variables {am} and {bm} are always negative and {αm}
need to be nonnegative. We show in Appendix C that b2m −
4amcm ≥ 0, therefore (30) always possesses real roots. Nev-
ertheless, we need another equation to eliminate λ, therefore,
we invoke the power equality constraint to overcome this am-
biguity. This problem possesses a unique solution although it is
not in closed form. The solution is reached based on a bisection
algorithm to alternate between the (30) and the power constraint
within a range for λ. This can be summarized as follows, where
here the superscript (κ) is the iteration counter.

1) select λ(κ) ∈ [λmin, λmax]
2) solve (30) for λ(κ)

3) set any negative α(κ)
m to zero

4) check if the total power
∑

m α
(κ)
m σ2

Tm
is sufficiently close

to the desired power, if yes stop and take {α}(κ) as the
optimal weights.

5) If not, then adjust λ(κ+1) to be more negative if the power
is higher and more positive if the power is lower.

The algorithm converges very fast in general and the values
for λmin and λmax are chosen as a very small (close to zero) and
very large negative numbers, respectively. Once {αm} are found
they are applied to the critical bands, hence the same weights
are used for all the frequency bins inside each critical band.

VII. EXPERIMENTAL RESULTS

The goal of this section is to show that, as our theory in-
dicated, the optimal linear processor can be implemented by
two consecutive processors, provided that the second processor
is aware of both the remaining far-end noise and the process-
ing operation applied at the first processor. We first discuss our
reference methods and then the experimental setup, followed
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Fig. 3. Speech communication system with two processors. (a) Proposed
transparent processors (MVDR+ Eq. (27)). (b) Blind processing (MVDR +
[40]. (c) Blind processing (MVDR + Wiener + [40]).

by the results from instrumental measures and finally results
originated from listening tests.

A. Reference Methods Based on Disjoint Processing

In Sections IV-B and VI we have derived the jointly opti-
mal processor with respect to the noise at the near-end and the
far-end. In this section we will investigate the consequence of
having two processors, one spatial processor at the far-end and
the proposed processor at the near-end. Given two processors,
the initial model in Fig. 1 is changed into the one depicted in
Fig. 3. In the case of two processors, the speech processing in
a communication system can be categorized as a transparent
or a blind approach. In the transparent mode, the processor at
the near-end is aware of the remaining noise and speech power
after far-end processing. This information is then assumed to be
transmitted to the near-end as side information for the processor
design. In such a transparent system, it can be shown that any
linear (non-zero) processing at the far-end, will be completely
compensated for by the proposed near-end processor. Hence the
enhancement processor consists of a linear processing (scaling)
by βm . The problem formulation in (27) is then given by

sup − 1
2

∑
m log

(
1 − ρ2

0m αm βm σ 2
T m

αm βm σ 2
T m

+αm βm σ 2
M m

+σ 2
N m

)
αm ∈ R+
subject to

∑
m αmβm σ

2
Tm

=
∑

m σ
2
Tm
.

(34)
The problem in (34) can be rephrased by substituting G =
αmβm , after which αm is given by αm = G

βm
, which shows

that the processing by βm is completely compensated.
In the case of blind processing, the proposed near-end proces-

sor is blind to the far-end processing. We consider two different
blind methods. At first one where the signal after MVDR pro-
cessing is (erroneously) assumed to be noise free. The proposed
near-end processor is thus blind to the remaining far-end noise.
This reference method is depicted in Fig. 3(b) and denoted by
(MVDR+[40]).

The second blind reference method is one where the MVDR
output is processed prior to the processing at the near-end. A

valid question posed here is on the best blind processing that
minimizes the error between the disjoint and joint processing
approaches. An evident candidate is a far-end processor that
minimizes the noise remaining from the MVDR process, i.e.,
proved to be the Wiener processor. The Wiener gain is applied
after MVDR beamformer at far-end, where the near-end proces-
sor calculates the proposed processor coefficients (αm ) assum-
ing σ2

m = 0, i.e., assuming that the Wiener filter has perfectly
removed all the noise at the far-end. This blind near-end pro-
cessor was introduced in [40] and the combination with MVDR
and a standard time-invariant multi-channel Wiener filter is con-
sidered as a reference blind method in this work, refered to as
MWF+ [40]. We assume that the original overall clean speech
power is known by the near-end processor. Moreover, we intro-
duce MWF+ [25] and MVDR+ [25] where the ASII measure
from [25] is used at the near-end instead of the mutual infor-
mation measure to optimize for the αm parameters. We show
via instrumental measures that MWF+ [40] and MWF+ [25]
performance coincide, which admits the generality of the mu-
tual information framework. In the next section, we prove that
ASII can be derived as an special case for the mutual infor-
mation measure. The same experimental results are shown for
MVDR+[25].

B. Experimental Setup

We simulated a dual microphone setup with a 2 cm spacing
in a 3 m × 4 m × 3 m room with one target source, three
noise sources and simulated uncorrelated microphone noise at
60 dB SNR. The microphones are positioned at the coordinates
(1.5, 2, 1) and (1.5, 2.2, 1). At far-end, the target source and the
noise sources are located at (1.5, 3, 1) (0.5, 1, 1) (0.75, 3, 1)
(3, 1.6, 1) coordinates, respectively. We used 36 seconds of
speech material originating from the TIMIT-database [54], sam-
pled at 16 kHz. The impulse responses were generated using [55]
(without reverberation).

We examined two different noise types: 1) natural noise
sources including babble and inside-car recorded noise sampled
at 16 kHz. 2) synthesized noise sources, where the far-end and
near-end noise source consisted of spectrally generated Gaus-
sian noise, with an overlapping spectral region from 1.5 kHz
to 3 kHz as shown in [1]3. The latter is specifically used to
study the behavior of the proposed algorithm, once the far-end
and near-end noise sources are partially overlapping. Signals
were processed on a block-by-block basis by applying a 32 ms
square-root-Hann analysis window with 50 % overlap.

The spatial processor in all experiments was directly applied
to the complex discrete Fourier transform (DFT) coefficients.
The post-processors were subsequently applied per critical band
to the spatial processor output. The critical band variances, e.g.,
σ2
Tm

, σ2
Mm

and σ2
Nm

(m = 64) were obtained by taking the
sample-mean of the critical band energy over the entire utter-
ance, leading to a time-invariant filter.

In summary, from the far-end environment, the knowledge of
the clean speech and noise power spectrum is assumed and the

3The noise spectral power is high in this band for both near-end and far-end
noise processes.
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room transfer function is known. From the near-end side, the
knowledge of the near-end noise power spectrum is assumed.
These are not the per-frame clean speech and noise power spec-
tral density (PSD)s, but the long-term averages of the speech
and noise PSDs.

C. Instrumental Measures

For the instrumental evaluations, we compare seven ap-
proaches using three independent intelligibility measures in-
cluding STOI [56], ASII [25] and SII [22]. The methods that we
compare are

1) The signal after MVDR beamformer (MVDR output).
2) The single channel signal with only the proposed near-

end processor based on our solution of (27) (Single mic +
Eq.(27)).

3) The proposed method as outlined in Fig. 3(a) (Prop.
MVDR + Eq.(27)).

4) Blind processing based on Fig. 3(b) (MVDR+ [40]) and
(MVDR+ [25]).

5) Blind processing based on Fig. 3(c) (MWF+ [40]) and
(MWF+ [25]).

Fig. 4 shows the improvement of all the above discussed
methods with respect to the intelligibility of the unprocessed
signal at the reference far-end microphone versus different in-
telligibility measures. The left and right-hand side plots show
the same information by fixing the SNR at one side and plotting
the variation in the intelligibility improvement versus the other
side SNR. Two different noise types are used in the simulations:
Fig. 4(a) shows the performance using natural noise sources
where Fig. 4(b) makes use of synthesized noise sources. The
MVDR beamformer followed by the transparent proposed pro-
cessor in (27) dominantly outperforms the other approaches in
all the presented measures with different noise sources.

In Fig. 4(a), we used babble noise sources at far-end and in-
side car noise at near-end. The near-end SNR is fixed at −5 dB
and the improvements in intelligibility are shown versus far-
end. The results in the left plots indicate that the improvement
is maximal in the low-SNR range of the far-end SNRs. As ex-
pected, the improvement of all the presented algorithms (except
for the plain MVDR output) with respect to the intelligibility of
the unprocessed signal vanishes once the far-end SNR reaches
20 dB. Particularly, the performance of the single channel pro-
cessing reaches other approaches for increasing far-end SNR.
At the right-hand side, the far-end SNR is fixed at −15 dB and
the variations are plotted against near-end SNR. In contrast to
the left plots, the performance of MVDR is approaching to the
other algorithms once the near-end SNR is increasing, while the
single channel processing behaves oppositely.

In Fig. 4(b) the synthesized noise sources as explained in
Section VII-B, are used at both near-end and far-end environ-
ments. The results are consistent with Fig. 4(a) even though the
improvement with respect to the increasing near-end SNR is
decreased relatively in Fig. 4(b) . We use the instrumental mea-
sures as a prediction for the real performance of the algorithm,
which is evaluated using listening tests. This is discussed next
for the synthesized noise sources.

Fig. 4. Intelligibility improvement compared to the unprocessed signal at
reference far-end microphone in terms of STOI, ASII and SII with different
noise sources. (a) babble noise for 40 talkers at far-end and inside-car-noise at
near-end. (b) partially overlapped synthesized noise sources from [1].

D. Listening Test

We conducted an informal listening test where seven native
Dutch speakers (excluding the coauthors) listened to five-word
sentences created from a closed set of words and had to select
each word from a set of 10 [57]. In total, four algorithms (the 3
approaches in Fig. 3 and the MVDR without near-end process-
ing) have been chosen to be tested in three different near-end
SNRs as [−7.5, 0, 5] dB and two far-end SNRs as [−10, 2.5] dB.
Note that each scenario is tested with three different sentences.
Therefore, for each listener a data base including 72 signals is
provided.

The listening test results are shown in Fig. 5. This confirms
the optimality of the transparent (joint) processing over the blind
(disjoint) approaches i.e., the proposed model outperforms the
MWF+[40] and MVDR+[40]. The results illustrate intelligibil-
ity in the scale of 0 to 100 percent versus far-end SNR for
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Fig. 5. Listening test results.

TABLE I
THE P-VALUE MEASURES (IN PERCENT) FOR THE SIGNIFICANCE LEVEL OF

ζ0 = 5% WITH RESPECT TO DIFFERENT NEAR-END (HORIZONTAL) AND

FAR-END (VERTICAL) SNRS BASED ON THE LISTENING TEST RESULTS

three near-end SNRs. The listening test results suggest that the
proposed joint approach in Fig. 3(a) is significantly better than
the reference blind method (MWF+ [40] ) (Fig. 3(c)) when the
SNR is low, both in near-end and far-end environment. This
significance drops as the channel condition improves at both
sides.

To evaluate the effectiveness of the results we calculated the
statistical significance for the different algorithms. The Matlab
function ttest is used here to obtain the p-value for the proposed
Gaussian models over MVDR output and the reference blind
methods are collected in Table I as “Joint vs. MVDR”, “Joint
vs. MVDR+ [40]” and “Joint vs. MWF+ [40]”, respectively.

These results show that the proposed algorithm based on
MVDR beamforming followed by near-end processing based
on (27) is always significantly better that the MVDR output
without near-end processing. In turn, the proposed approach is
significantly better than (MVDR+ [40]), except for high near-
end and far-end SNRs. Moreover, the p-value analysis suggests
that the joint processing is significantly better than optimal blind
processing (MWF+ [40]) for both tested far-end SNRs as long
as the near-end SNR is relatively low (−7.5 dB). The intelli-
gibilities of all the considered algorithms converges for high
near-end SNR, that was predicted in the instrumental measures.

VIII. DISCUSSION AND CONCLUDING REMARKS

In this section, we provide more insight to the problem, by
analyzing the solutions and studying the extreme and special

cases. We look at the relation between the mutual information
and well known classical measures of intelligibility.

A. Relation to Classical Intelligibility Measures

It is interesting to see the proposed intelligibility measure in
(26) in the context of classical measures of intelligibility. Indeed,
a reliable intelligibility measure should incorporate valid upper
and lower bounds for extreme cases of the environmental noise,
i.e., to reflect that the intelligibility can not go beyond certain
levels. Moreover, it should accurately represent the effect of the
inherent noise sources (production and interpretation noise) on
the intelligibility of the speech. In the following we investigate
the aforementioned properties for our proposed intelligibility
measure.

For a single microphone scenario with no enhancement, the
overall channel SNR due to environmental noise sources is given
by

ξm =
σ2
Tm

σ2
Nm

+ σ2
Um

.

This yields the mutual information measure that is optimized in
(27) as

I(S̄; Z̄) ≈ −
∑
m

1
2

log
(

(1 − ρ2
0m )ξm + 1
ξm + 1

)
. (35)

In fact (35) is closely related to the classical intelligibility mea-
sures AI [20], [21], SII [22] and ASII [25] once we write the
mutual information as

I(S̄; Z̄) =
∑
m

ImAm (ξm ), (36)

where

Am (ξm ) = log
(1 − ρ2

0m )ξm + 1
ξm + 1

/ log(1 − ρ2
0m ), (37)

Im = −1
2

log(1 − ρ2
0m ). (38)

One can readily identify Im as the unnormalized band-
importance function and Am (ξm ) as the weighting function,
comparing to the classical intelligibility measures. The former
is simply the information rate transmitted in a band when no en-
vironmental noise is present, i.e., ρ2

Tm ,X̃m
ρ2
X̃m ,Ym

= 1, hence,
ξm is infinite. The latter represents the conventional, normalized
band-importance function by dividing Im by the overall mutual
information rate I(S̄; Z̄). The maximum information rate de-
fines the importance of a band for speech intelligibility which is
a decreasing function of the interpretation and production noise.
This is naturally limited by the band importance value Im and
by zero (as mutual information is nonnegative).

In this work, the values for ρ0m are derived based on
the band importance coefficients from [22], in (38), therefore
ρ0m =

√
1 − 2(−2Im ) . However, there is an ongoing research to

extract more accurate values for production noise by statistically
evaluating the variation in the human speech production process
[41].
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An interesting observation is the behavior of Am (ξm ) once
ρ2

0m approaches zero, that is matching the approximated SII
(ASII), which itself is an approximation of SII. Also, note that
the proposed Am (ξm ) are differentiable and concave functions
of the ξm and αm , whereas AAI

m (ξm ) and ASII
m (ξm ) are piece-

wise linear functions and not differentiable and convex, in gen-
eral. In fact, ASII can be derived from the first order Taylor
approximation of the mutual information (MI), accordingly we
can write

Am (ξm ) =
log (1−ρ2

0m )ξm +1
ξm +1

log(1 − ρ2
0m )

=

∑∞
n=1(

ρ2
0m ξm
ξm +1 )n/n∑∞

n=1(ρ
2
0m )n/n

≈
ρ2

0m ξm
ξm +1

ρ2
0m

=
ξm

ξm + 1
. (39)

This gives a lower bound on the MI, which explains why the pro-
posedAm (ξm ) for small ρ2

0m approaches the weighting function
of ASII, as presented in [1]. Note that the information rate ap-
proaches zero when ρ2

0m ↓ 0, since there is infinite production
or interpretation noise and the effect of the weighting function
is minimal since the unnormalized band importance function is
already zero. The saturation of Am (ξm ), indicates that increas-
ing SNR beyond the interpretation and production SNR will not
increase the MI.

B. Environmental Noise Only

The enhancement process, in the case of only environmental
noise (no interpretation and production noise (ρ0m = 1)), leads
to the post-filter amplification factors

αm =
−(σ2

Tm
+ 2σ2

Mm
)σ2

Nm
+ 2

√
r

2(σ2
Tm

+ σ2
Mm

)σ2
Mm

, (40)

where r is a function of λ

r = σ4
Nm

(σ2
Tm

+ 2σ2
Mm

)2

− σ2
Mm

(σ2
Tm

+ σ2
Mm

)

(
σ4
Mm

− σ2
Nm

2λ

)
.

Note that 2
√
r is required to be large enough to force the nomi-

nator to a positive value.
An interesting scenario is when there is no far-end noise

(σ2
Mk

= 0, ρ0m = 1), then a′m is zero and (30) turns to a linear
equation. The solution to this problem is given by

αmσ
2
Tm

=

⎧⎪⎨
⎪⎩

1
2

(
1
λ
− 1

λ0

)
, λ ≥ λ0

0, λ ≤ λ0

(41)

where λ0 = 1
2σ 2

N m

, and together with the equality constraint;∑
m αmσ

2
Tm

=
∑

m σ
2
Tm

, the solution is the well-known wa-
terfilling power adaptation over frequency [58]. This indicates
that more energy is allocated for the “strong channels” with
less noise, and less energy to the “weak channels” with larger
noise level. This is not the case when the far-end noise and/or
production noise are considered, since amplifying the channels

that have less near-end noise but stronger remaining noise from
the far-end, will degrade the performance.

C. Conclusion

The main conclusions are summarized as
1) The optimal intelligibility enhancement of speech in a

communication system consisting of separate near-end
and far-end environments (Fig. 1), which can be decom-
posed into MVDR beamforming which reduces the noise
at far-end, followed by a near-end processor that redis-
tributes power over spectrum, given the noise statistics at
each frequency band.

2) We proved theoretically that the disjoint processing is op-
timal only if the near-end processing is aware of the noise
variance remaining from the far-end processing, which
has been ignored in existing speech reinforcement tech-
niques.

3) Taking the mutual information expression for two Gaus-
sian random variables is a simple yet valid model for
calculating the overall mutual information in the speech
signal compared to the more complicated Chi-squared
model resulting from the critical bands distribution.

4) The noise at the far-end, (which is recorded with the mi-
crophones) can be estimated using existing techniques,
that is, using [59], [60] or the overview in [3]. Using a
measurement microphone at the near-end, a similar strat-
egy can be followed. However, here the potential presence
of reverberation of the noise sources on the measurement
microphone is a problem that is of great interest for future
research.

APPENDIX A
DERIVATION OF THE MI FOR CHI-SQUARED DISTRIBUTION

From [44], we know the mutual information for two arbitrary
random variables of S and Z is given by

I(S;Z) = h(S) − h(S|Z)

= h(S) + h(Z) − h(S,Z) (42)

where from [51] we know for two Chi-squared distributed ran-
dom variables of S̄ and Z̄

h(S̄) = h(Z̄) = log
(

2Γ
(
l

2

))

+
(
l

2
−
(
l

2
− 1
)
ψ

(
l

2

))
(43)

and the mutual entropy is given by

− h(S̄, Z̄) = (l − 2)
(

log(2) + ψ

(
l

2

))
− l

1 − ρ2

− log

(
2(l−2)

(
2Γ
(
l

2

))2 (
1 − ρ2) l

2

)

+E

{
log
(

0F1

(
l

2
;

ρ2 S̄Z̄

4(1 − ρ2)2

))}
. (44)
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Fig. 6. Mutual information (bits per transmission) versus correlation
coefficients.

Substituting the entropy expressions (43) and (44) in (42) gives

I(S̄; Z̄) = l − l

1 − ρ2 − l

2
log(1 − ρ2)

+E

{
log
(

0F1

(
l

2
;

ρ2 S̄Z̄

4(1 − ρ2)2

))}
.

Considering 0F1(a;x) := Γ(a)
√
x

(1−a)Ia−1(2
√
x), for arbi-

trary x and a, andE{log(S̄Z̄)} = E{log(S̄)} + E{log(Z̄)} =
2(ψ( l2 ) + log(2)), simplifies further the mutual information ex-
pression as given in (16). When ρ is zero, this means that
the two variables S̄, Z̄ are independent, for the case that
h(S̄, Z̄) = h(S̄) + h(Z̄) or equivalently h(S̄|Z̄) = h(S̄).

APPENDIX B
EMPIRICAL EVALUATION OF (21)

In Fig. 6, the mutual information for the four cases of
l = 2, l = 16, l = 64 and l = 256 under the Chi-squared dis-
tribution is calculated according to (16) and the results are
illustrated versus ρ which is the correlation coefficient be-
tween Gaussian variables. We emphasize that the expected

value E{log
(
I l

2 −1(
√
ρ2 S̄ Z̄

1−ρ2 )
)

in (16) is calculated empirically
for these plots. We used randomly generated complex Gaus-
sian variables with uncorrelated real and imaginary variables
and equal correlation coefficients ρ for real and imaginary
parts. Moreover, the Gaussian approximated mutual informa-
tion for the Chi-squared distributed variables according to (21)
is plotted as well as for arbitrary two Gaussian variables, i.e.,
I(S,Z) = − 1

2 log(1 − ρ2).
As one can see in Fig. 6, the empirical results coincides with

the calculated mutual information for correlated Chi-squared
variables in (21), when l ≥ 16. In fact, the simulations show that
the amount of mutual information is changing slightly by having
different values for l. It follows that the mutual information is
considerably lower when measured on the power per critical
band, compared to the case when the mutual information is
directly calculated for two Gaussian random variables as in
[40] with correlation coefficient of ρ (comparison between the
Gaussian and Eq. (21) curves in Fig. 6). The former is referred to
as the Chi-squared model and the latter is the Gaussian model.

Fig. 7. Δ versus ρm and σ2
Nm

for σ2
Mm

= 0 and σ2
Tm

= 5 dB.

APPENDIX C
PROOF OF THE EXISTENCE OF REAL ROOTS FOR (30)

Using (31) to (33), b2m − 4amcm ≥ 0 can be written as

Δ :=
(
(1 − 0.5ρ2

0m )σN mσ
2
Tm

+ σN mσ
2
Mm

)2
− (

(σ2
Nm

− 0.5ρ2
0m )(σ2

Tm
+ σ2

Mm
)
)

(
(1 − ρ2

0m )σ2
Tm

+ σ2
Mm

) ≥ 0, (45)

which is the difference between two terms. To have real roots
for (30), we need to show that Δ is always non-negative.

By careful observation, the first term in (45) is the multi-
plication of two identical terms (squared) and the second term
can be decomposed as the multiplication of somehow similar
terms as

(
σ2
Nm

− 0.5ρ2
0m )σ2

Tm
+ (σ2

Nm
− 0.5ρ2

0m )σ2
Mm

)
times

((1 − ρ2
0m )σ2

Tm
+ σ2

Mm
). To show that Δ ≥ 0, we plot Δ with

respect to two variables ρm and σ2
Nm

for a fixed σ2
Mm

and σ2
Tm

.
It is shown in Fig. 7 that Δ is always a non-negative value. The
variation of σ2

Mm
and σ2

Tm
only scales the contours as they are

common in both terms in (45).
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