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Chapter 1

Introduction

1.1 Spectrum sharing

Over the last two decades, advancements in the area of microelectronics have led to
the miniaturization of integrated chips (IC’s), increase in IC’s processing speed, power
efficiency and reduced weight. These advantageous features created a fruitful grounds
for expansion of personal wireless (mobile) communication devices for voice, mes-
sage, data, audio and video distribution. Examples are Bluetooth, WLAN 802.11...,
Wi-Fi, digital audio broadcast DAB, digital video broadcast DVB, radio navigation
systems (GPS), radio frequency identification (RF-ID) and one of the most widespread
services — cellular mobile communications. We are witness of the daily introduction
of new wireless gadgets, services and applications.

Evidently, human imagination is the only limiting factor for the number of possible
wireless applications. On the other hand, radio spectrum is physically restricted. In or-
der to avoid mutual interference of different services already in the 1920s the Federal
Communications Commission (FCC) has been established in the U.S. in order to allo-
cate the spectrum for each one of new services. Looking at the current occupancy of
the spectrum one cannot avoid to have the impression that there is very little space for
placement of new wireless systems. The extent of the greed for frequency spectrum
can best be described by the example of licensing for the third generation (3G) mobile
network services that occurred at the beginning of this century. Mobile providers were
competing to obtain exclusive rights for deployment of 3G mobile systems (UMTS)
and paid billions of dollars for licenses. The winners have obtained the licences but
the market demand for mobile broadband services appeared to be insignificant. For
this reason, mobile telephony providers suffered enormous losses that led to one of
the worst financial collapses in the telecom sector ever.

1
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Nevertheless, deployment of new technologies that exploit frequency spectrum
more efficiently and more cooperatively may overcome the spectrum shortage [1].
A solution is found in the introduction of multiple-access schemes that can provide
an increase in the network capacity, interference suppression and/or quality of the
received signal. To be able to accommodate a large number of simultaneously active
users, efficient allocation schemes should exploit extra degrees of freedom such as

1. TDMA — time division multiple access, also known as time division multi-
plexing. TDM allows a number of users to access a single radio-frequency (RF)
channel by allocating unique time slots to each user within each channel. This
multiplexing scheme, for example, together with frequency division multiplex-
ing (FDM) is deployed in the GSM mobile telephony standard.

2. FDMA — frequency division multiple access - also known as Frequency Di-
vision Multiplexing (FDM) allocates a single frequency band to one user at a
time. In a conventional multicarrier approach a guard interval is introduced be-
tween subbands to avoid interchannel interference. As a result, the use of the
spectrum becomes highly inefficient. Conversely, each user may be allocated
several frequency subbands in order to increase its data rate. Placing subband
carrier frequencies closer to each other results in increased efficiency but leads
to the problem of the intercarrier interference, the so called crosstalk. A so-
lution to this issue is found in deployment of Orthogonal Frequency Division
Multiplexing (OFDM), where subbands are spectrally shaped to deliver maxi-
mum energy at the subband center frequency while producing no interference at
all other carrier frequencies [2]. This scheme is susceptible to synchronization
inaccuracy and residual carrier phase rotations but is simple to implement at the
transmitter side as multiplexing is achieved by simple and computationally ef-
ficient Inverse Fast Fourier Transformations (IFFT). OFDM is deployed in sev-
eral high data rate communication systems such as Digital Video Broadcasting
(DVB), xDSL — digital subscriber line standards, Digital Audio Broadcast-
ing (DAB) in the European market, Wireless Local Area Networks WLAN’s,
etcetera.

3. CDMA — code division multiple access is a “spread spectrum” scheme in
which a code spreads the signal energy over a wide frequency band and be-
low the noise level. Each data symbol is multiplied by a code comprised of a
number of chips with duration Tc much shorter than the symbol duration Ts,
i.e., Tc � Ts. The spectrum of the coded signal is inversely proportional to
the chip duration Tc. Multiple users are allocated different, mutually orthogonal
spreading codes. The orthogonality principle implies large code autocorrelation
values while the cross-correlation of distinct codes tends to be minimized.
The orthogonality of the codes facilitates the extraction of the desired user at the
receiver side and suppression of multiuser interference. This technique allows
simultaneous coexistence of multiple users/services in the same frequency band.
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The idea was first deployed in 1960s, by the U.S. army during the Cuban crisis
as a means of preventing eavesdropping from the enemy. Currently, the CDMA
is deployed in the 3rd generation of celular mobile communications-UMTS.

4. SDMA — space division multiple access exploits the ability of a directive an-
tenna or an antenna array to separate multiple active users based on their distinct
directions of arrival even if they share the same frequency band. Signals with a
particular direction of arrival (DOA) are enhanced while others are suppressed.
This process is called beamforming. Interference cancellation and extraction of
the signal of interest is achieved e.g., by exploiting the antenna’s mechanical
properties (directivity) that coherently adds all signal components that arrive
from a predefined direction. This principle is exploited by the parabolic dish
antennas. Alternative would be to use an array of omnidirectional antennas and
to extract the desired source by signal processing algorithms deployed on the
signals at the antennas’ outputs.

Another solution for a more efficient use of frequency spectrum can be achieved by
a different organization of the network structure. Currently, wireless devices (nodes)
are accessed via an access point (AP), i.e., a base station that covers a number of
users in a particular area, the so called “cell”. Reducing the sizes of cells in a fashion
where each user communicates with just its neighboring nodes and applying a multi-
hop access scheme, information could be transfered to the destination by hopping via
the nodes situated in between the two users. In this manner, the coverage area of each
of the devices is reduced, inducing reduced power-consumption. Besides, due to the
limited coverage area frequency bands could be reused more often without causing
any interference. As stated in [3]: “An important aspect of fourth generation mobile
systems may be the possibility that the user will own a part of the network infrastruc-
ture”. This approach brings us to the self organizable networks also known as ad-hoc
systems where devices communicate to other users in their vicinity, i.e., computers,
mobile phones, printers, cameras, without the requirement for a common access point.

The increase in the degrees of freedom due to multiple access schemes leads to an
increased number of simultaneously active users, provides higher quality and interfer-
ence mitigation but at the same time requires development of algorithms that can, in
an efficient way, cope with the utilization of the new dimensions.

1.2 System description

In this thesis mobile ad-hoc networks (MANETs) are considered where a number of
mobile users are located in the same area and share a common radio channel for data
transmission. The environment and the organization of the mobile units can be highly
dynamic, i.e., the network topology is variable and changes in an unpredictable man-
ner. Some users within a MANET are only able to communicate with neighboring
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PACKET COLLISION

analysis window
data packetpacket offset

user 1

user 2

Figure 1.1: In existing wireless networks, the simultaneous presence of multiple users
leads to packet collision. Consequently, packets may need to be retransmitted inducing
reduced system capacity.

users, others may as well be connected to an internet backbone via an access point. A
packet-oriented data transmission is presumed where a user, in case it has something to
transmit, broadcasts a finite duration data packet and for the rest remains silent. In ex-
isting systems, when several users are simultaneously active a packet collision occurs
(see figure 1.1), causing the loss of the data content and inducing the retransmission of
the packets. As a result, the efficiency and capacity of such systems could be signif-
icantly reduced, especially in multiuser environments with dense data traffic. Several
protocols have been proposed in the literature to organize the packet transmission. We
mention here just the two most common ones:

1. ALOHA-[4] is basically a kind of a TDMA transmission scheme where each
user transmits a data packet in a completely asynchronous and random fashion
and waits for an acknowledgment. If the confirmation of successful reception
is not received within a predefined time-out period the occurrence of a packet
collision is assumed and the data is retransmitted. A random time offset is
introduced to reduce the probability of repeated collisions.

2. CSMA- [5] Carrier Sense Multiple Access is a protocol in which each terminal,
prior to any transmission, verifies whether the channel is being used by any
other user. This process is called Carrier Sensing and is performed in order to
reduce the packet collision probability. Only if the channel is sensed idle the
terminal begins to broadcast the data.

Note that each of the above-mentioned protocols does not overcome the packet
collision problem but rather provides data transmission with a predefined failure rate
for a fixed number of active users. The packet collision and hence retransmission prob-
lem is even more encountered in cases where networks handle a significant amount of
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y(n)
error criteria

w1

w2

w3

Figure 1.2: In the process of parameter estimation and detection the output of each
receive antenna is weighted by wi (scaling and phase-rotation) in order to reconstruct
the transmitted signal.

data traffic, i.e., a large number of simultaneously active users. A more extensive
description of the existing protocols is provided in Part I of this thesis.

1.3 Problem statement

The central problem in the proposed multiuser asynchronous MANET scenario is how
to extract a data sequence of a user of interest from a linear superposition of signals
originating from a number of users. In addition to the multi-user interference, signals
may be corrupted by additive white Gaussian noise.

To better conceive our targets we can compare our problem to a similar one in the
field of the human speech communications, the so called cocktail party effect. This
effect represents the ability to focus one’s listening attention on a single talker among
a cacophony of conversations and background noise [6]. Exploiting features of the
speech such as the direction of arrival, color of the voice, talking speed, accent [6]
etc. humans are able to separate one particular talker from the mixture of several
conversations.

Similarly, in our research, baseband digital signals represent the input to the sys-
tem on which our signal processing algorithms are deployed in order to estimate pa-
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rameters that enable subsequent detection of the transmitted data. In an asynchronous
system users transmit data packets in a completely unscheduled manner. Therefore as
a first step a packet time offset with respect to the beginning of the analysis window
has to be determined. At the same time, a beamformer is estimated, i.e., a weight
vector that coherently combines samples of the system’s input in order to obtain the
signal of interest at the output. Two approaches are possible in estimating the packet
offset and a beamforming vector:

1. Training based. In addition to the information symbols a number of training
symbols are contained in the transmitted data packet. Propagation through the
channel may distort the content and the structure of the transmitted packet. Ex-
ploiting the knowledge of the training symbols y0(n) and their position within
the packet, the channel impulse response can be estimated and its effect cor-
rected. In the training based schemes the antenna outputs in figure 1.2 are scaled
and phase-aligned by wi such that the distance between the systems output y(n)
and the known symbols y0(n) is minimized, or

min
w

‖y(n) − y0(n)‖ , (1.1)

where w = [w1, · · · , wM ]T collects all the weights wi into a vector and i =
1, · · · , M is the index of the antenna. Note that the efficiency of the scheme
as well as the data rate are reduced by the introduction of training sequence
overhead.

2. Blind schemes utilize specific signal properties in the process of e.g., time pa-
rameter estimation and detection. Consequently, the signal bandwidth is not re-
duced. Constant modulus, finite alphabet, cyclostationarity, higher order statis-
tics, superimposed training are examples of signal characteristics that could be
used in the estimation process and that do not reduce the system’s capacity. In
case detection is based on the signal’s constant modulus (CM) property the error
criteria at the output of the detector (see figure 1.2) becomes

min
w

‖|y(n)|2 − 1‖ for n = 1, · · · , N , (1.2)

where N denotes the length of the data sequence. The antenna outputs in fig-
ure 1.2 are scaled such that after adding them coherently its modulus, i.e.,
|y(n)|2 becomes constant over the whole sequence length. A drawback of the
constant modulus criteria is that it cannot resolve the ambiguity which is the
user of interest in case multiple constant modulus sources are active. To resolve
this drawback of the CM signals, in this thesis we propose to superimpose a
small, user specific known modulus variation over the CM signal. In such cases
the modulus of the system’s output y(n) needs to match the known modulus
pattern c(n)

min
w

‖|y(n)|2 − c(n)‖ for n = 1, · · · , N . (1.3)
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Note that the data sequence of interest can be detected from the received mixture of
multiple users and noise only in cases where the beginning of the desired data packet
is known. For this reason the estimation of the packet offset has crucial importance.

In our work we consider mobile ad hoc networks with finite length data pack-
age transmission. For this system we provide deterministic block-based processing
schemes in contrast to adaptive estimation algorithms. The latter approach uses each
newly received data sample to improve the estimates. This may be time consuming
and the final result may not converge to the desired solution.

In this thesis we propose several block-based estimation and detection algorithms
that provide answers to the following questions:

1. How can multiple partially overlapping signals be separated in ad hoc networks
with packet oriented data transmission?

2. How can relevant synchronization parameters be estimated at the same time?

3. Is it possible to estimate the packet offset and detect the data blindly, i.e., with-
out introducing additional training overhead?

1.4 Outline of the thesis

To overcome the collision and interference problems in MANETS in this thesis we
propose transceiver schemes where each user is assigned a specific code. The code is
used to identify the user and also to determine the beginning of the data packet within
an analysis window. In particular, we consider two different kind of systems:

1. A narrowband system is a communication system in which a time delay can
be approximated by a phase shift of the signal (see Section 2.1). Exploiting the
features of such a system, introducing an antenna array at the receiver side and
superimposing the code over the transmitted data packets, facilitates subsequent
user separation and suppression of the interfering sources. For such systems we
propose combined blind synchronization and detection schemes.
The scenario we consider is presented in figure 1.3 where different users trans-
mit data packets simultaneously. In order to suppress the interference, an an-
tenna array is introduced at the receiver side. We assume that the packet of
the user of interest completely falls within the analysis window. Each user is
assumed to generate a constant modulus signal, i.e., a signal with constant am-
plitude. Subsequently, a small known amplitude variation (the ”color code”)
is inserted over each symbol within a data packet. The color code is a su-
perimposed training sequence, which multiplies the transmitted signal without
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user 2

user 3

user 4

user 5

analysis window
data packetpacket offset

user 1

Figure 1.3: An example of the transmitted data packets and the analysis window in the
multi-user environment. User 1 (darkened block) represents the user of interest while
the rest are interfering users.

increasing the transmission rate. The structure of each data packet is depicted
in figure 1.4.

A problem not considered before is that, in an asynchronous packet network,
the receiver does not know precisely when the next packet will arrive. Thus, in
a given window of collected samples, it has to try to match the code to the data
window at every possible offset, and detect the symbols only if it has found a
good match. This is obviously rather inefficient. Instead, we consider determin-
istic algorithms that perform over the block of the received data: after a Fourier
transform of the data window, the offset delay becomes a phase shift, which can
be estimated using ESPRIT-like [7, 8] techniques (see also Chapter 2). Such al-
gorithms are algebraic and do not contain a combinatorial search. A new aspect
compared to ESPRIT is that only a single column in the column span has the ex-
pected parametric structure, rather than all columns. This column is computed
using a column-span intersection.

In Part I of the thesis we describe some issues arising in mobile ad hoc networks
in more detail, namely, packet collision, retransmission and the hidden-exposed
terminal problem. In addition the block deterministic Algebraic Constant Mod-
ulus Algorithm (ACMA) is introduced as it represents the starting point of our
work. ACMA was originally derived by Van der Veen in [9] and performs user
separation based on signal’s Constant Modulus (CM) property. Eventhough
ACMA can simultaneously separate all users in a multiuser environment it is
unable to resolve the original ordering of signals as they all possess the same
– CM property. To solve this ambiguity, we propose to superimpose a known
modulus code at the symbol level over a CM data sequence. In this manner
we come to the Known Modulus Algorithm (KMA). In Part I we propose a
joint blind synchronization and beamformer estimation algorithms in an asyn-
chronous multiuser scenario. Here, blind refers to the fact that the transmitted
data sequence is unknown. The joint synchronization and beamformer estima-



9

modulus variation

constant modulus

modulus variation

Figure 1.4: A constant modulus (CM) signal with coded amplitude variations.

tion makes our KMA highly efficient. Performance of the KMA is verified
through simulations and is tested on a multiple antenna experimental platform
- MURX, developed at Delft University of Technology. Furthermore, Cramer-
Rao Bounds for blind and training based packet offset estimation are derived.

The Known Modulus algorithm falls in the group of carrier based transmis-
sions where a baseband signal is translated to a higher carrier frequency prior to
any transmission. In contrast to this approach we have also developed synchro-
nization and detection schemes for a carrierless broadband technique known as
Ultra Wideband Impulse Radio (UWB-IR).

2. Ultra wideband systems-UWB. In general, Ultra wideband (UWB) systems
represent broadband transmission techniques in which the signal spectrum is
larger than 500MHz. It arose as a solution to ever increasing demand of new
services and application for frequency spectrum. The basic idea is to use an
ultra wide frequency band for unlicensed transmission in which users broadcast
at extremely low power levels and in that manner enable the coexistence with
already deployed communication systems.

As mentioned, in most of the existing broadcasting schemes a baseband signal
is shifted to some higher, carrier frequency fc to acquire improve transmission
efficiency. Conversely, in a UWB-IR system information is conveyed by means
of pulses of extremely short duration (less than a nanosecond). This results in
a large bandwidth of the signal - several GHz. Information bits modulate the
pulses by changing their polarization or position within a frame of a known du-
ration (see figure 1.5). The latter is known as pulse position modulation (PPM).
A huge bandwidth gives rise to the potentially high data rates of a UWB sys-
tem. Multiple users could be distinguished by assignng a different CDMA-like
spreading code to each of them.

Generation of narrow pulses and their modulation by information bits can be
accomplished in a power efficient way. Additionally, exploiting an autocorrela-
tion receiver structure that overturns the estimation of potentially long channel
impulse responses brings about the possibility of creating a simple, low cost,
power efficient high data rate UWB transceiver device that affords high data
rate communications in multiuser environments.
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Figure 1.5: Impulse radio principle: A pulse of extremely short duration (smaller than
a ns) carries the information. Many modulation schemes are applicable e.g., Pulse
Amplitude Modulation (PAM) determines the polarization of the pulses and Pulse
Position Modulation (PPM) determines the distance between two pulses.

In Part II of this we propose a data model for an asynchronous Transmit Ref-
erence UWB (TR-UWB) scheme in which pulses are transmitted in pairs – the
first is a reference used in the detection of the second pulse that carries the in-
formation. Such a scheme allows us to side step a computationally complex
channel estimation. In UWB systems estimation of the beginning of the re-
ceived data packets is of crucial importance in subsequent detection process.
In Part II we have developed a subspace based, blind, high resolution and low-
complexity synchronization scheme applicable in multiuser UWB systems and
verified its performance through simulations.

1.5 Context

The research described in this thesis was carried out within two projects at Delft Uni-
versity of Technology:

1. UbiCom The Ubiquitous Communications (UbiCom) program has been a mul-
tidisciplinary research program at Delft University of Technology (1998 −
2002). The program aimed at carrying out research needed for specifying and
developing wearable systems for mobile multimedia communications. The sig-
nal processing topics comprised the definition of multiple access synchroniza-
tion and configuration schemes, and the development and implementation of
new multiple antenna algorithms for channel separation and noise suppression.
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2. AirLink The AIRLINK project (”Ad-hoc Impulse Radio: Local Instantaneous
Networks”) has been a Freeband Impulse project at Delft University of Technol-
ogy that investigated the merits of Ultra Wideband (UWB) radio in achieving
low power, short range, high data rate communications.
Development of synchronization and source separation schemes for asyn-
chronous multiuser impulse radio ad-hoc networks have been developed within
the signal processing workpackage.

1.6 Publication list

The research topics throughout the PhD research comprised synchronization and
source separation schemes for narrowband systems, in particular the Known Modulus
Algorithm (KMA), and Transmit Reference Ultra Wideband (TR-UWB) systems. As
a result two journal and six conference papers have been prepared

1. R. Djapic, G. Leus, A.-J. van der Veen and A. Trindade, ”Blind synchroniza-
tion in asynchronous ultra wideband (UWB) networks based on the transmit-
reference scheme ”, in submission to UWB special issue of EURASIP Journal
on Wireless Communications and Networking.

2. R. Djapic, A.-J. van der Veen and L. Tong , ”Synchronization and packet
separation in wireless ad hoc networks by known modulus algorithms”, IEEE
Journal on Selected Areas in Communications (JSAC), Volume 23, Issue 1, pp
51-64, January 2005.

3. R. Djapic, N. Shi and G. Leus, ”Initial code exchange for asynchronous TR-
UWB ad hoc networks”, Chinacom–International Conference on Communica-
tions and Networking, Beijing, October 2006.

4. R. Djapic, G. Leus and A.-J. van der Veen, “Synchronization and detection for
transmitted reference UWB systems”, In Asilomar Conf. on Signals, Systems,
and Computers, IEEE, November 2005.

5. R. Djapic, G. Leus, A. Trindade and A.-J. van der Veen, “Blind synchroniza-
tion in multiuser transmit-reference ultra wideband systems”, In 13th European
Signal Processing Conference, September 4-8, 2005, Antalya, Turkey.

6. R. Djapic, G. Leus and A.-J. van der Veen, “Blind synchronization in asyn-
chronous UWB networks based on the transmit-reference scheme”, In Asilomar
Conf. on Signals, Systems, and Computers, IEEE, November 2004.

7. R Djapic, G. Leus and A.-J. van der Veen, “Cramer-Rao bounds for blind
and training based packet offset estimation in wireless ad hoc networks”, In
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11th IEEE Symposium on Communications and Vehicular Technology (SCVT),
November 2004, Gent (Belgium) .

8. R. Djapic and A.-J. van der Veen, “Blind synchronization in asynchronous mul-
tiuser packet networks using KMA”, In IEEE workshop on Signal Processing
Advances in Wireless Communications (SPAWC), Rome (Italy), June 2003.

9. R. Djapic and A.-J. van der Veen, “Packet separation using the Known Modulus
Algorithm—experimental results”, In 3rd International Symposium on Mobile
Multimedia Systems and Applications (MMSA’02), Delft, The Netherlands,
December 2002.



Chapter 2

Preliminaries

In this chapter general signal processing aspects needed for a better understanding of
this thesis are described. The content of this chapter is derived from [10, 11, 12].

2.1 Signal properties

In a communication system a message to be transfered needs to be preprocessed prior
to any transmission. Initially the message is discretized according to Nyquist criterion
that provides no loss of useful information and therefore permits the reconstruction of
the signal at the receiver side. The Nyquist criterion is met if the sampling frequency
is equal to or greater than twice the maximal frequency contained in the message.
Such a discretized signal is subsequently quantized and represented by a binary se-
quence, i.e., a stream of bits (zeros and ones). A coding step, subsequently, converts
the discrete sequence {0, 1} into another alphabet, i.e., constellation. The alphabet in
general comprises complex numbers. The smaller the size of the alphabet the higher
its resistivity to the effects of the noise due to a larger distance between the symbols.
Inversely, larger constellations can provide higher data rates but are highly susceptible
to errors in noisy and multi-user environments. At this point, the sequence is con-
volved with a continuous “pulse shape” in order to obtain an analog signal with good
spectrum characteristics, i.e., finite bandwidth. This process is also known as spectral
shaping. The baseband signal representation becomes

s(t) =

+∞∑

k=−∞

skg(t − kT ) ,

where g(t) represents the pulse shaping signal. Finally, the baseband signal is con-
verted to a bandpass signal q(t) by moving it to the carrier frequency fc that is subse-

13
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quently broadcasted,

q(t) = real{s(t) ∗ ej2πfct} = x(t) cos(2πfct) − y(t) sin(2πfct) .

Here, x(t) = real{s(t)} and y(t) = imag{s(t)} are defined as inphase and quadrature
component of the signal s(t) that represents the complex envelope of the signal q(t).

Narrowband assumption

At the receiver side, transmitted signal is reconstructed by multiplying q(t) with
cos(2πfct) and sin(2πfct) and by subsequent low-pass filtering. This approach is
called coherent demodulation as the frequency and phase generated at the receiver
need to match to the carrier used in the transmission. Consider the simplest case
of a wave propagation where the signal at the receiver side represents an attenuated
and delayed version of the transmitted signal. Without loss of generality and for the
simplicity of exposure we assume no attenuation occurred. A delayed version of a
transmitted signal q(t) now becomes

q(t − τ) = qτ = real{s(t − τ)ej2πfc(t−τ)} = real{s(t − τ)ej2πfcte−j2πfcτ}

where the complex envelope of the signal is s(t− τ)e−j2πfcτ . Let S(f) represent the
baseband spectrum and assume S(f) 6= 0 for frequency range f ∈ [−W/2, W/2],
represents the baseband spectrum of s(t). Using a Fourier transformation, s(t − τ)
can be written as

s(t − τ) =

∫ W/2

−W/2

S(f)ej2πfte−j2πfτdf.

In case |2πfτ | � 1 in the whole baseband |f | < W
2 or equivalently |Wτ | � 1, the

last equation yields

s(t − τ) ≈
∫ W/2

−W/2

S(f)ej2πftdf = s(t).

The delayed version of the baseband signal becomes

s(t − τ) ≈ s(t)e−j2πfcτ for Wτ � 1.

This condition Wτ � 1 is known as a narrowband assumption under which a time
delay can be approximated by a phase shift of the signal. This assumption is exten-
sively used in case an antenna array is being deployed at the receiver side where a
time delay between reception at each antenna is substituted by a phase rotation of the
signal. However, τ can also represent differences in path length in case a multipath
channel is considered.
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Far field assumption

An electromagnetic wave is radially spread in free space around the source. All points
in the medium with the same radius will possess the same amplitude and phase. In
cases in which a signal impinging on an antenna array originates from a sufficiently
distinct source the wave front can be approximated to be planar. This is known as a
far field assumption.

2.2 Antenna array receiver model

The constant increase in the number of new wireless services and applications, is held
backwards by the restricted availability of frequency bands. A solution may be found
by exploiting spatial dimension for accommodating new users. Hence, several users
could be distinguished based on their dissimilar direction of arrival even though they
share the same frequency channel. In this section we describe the aspects of signal
enhancement, beamforming and receiver models in case an antenna array is deployed
at the receiver side.

2.2.1 Signal enhancement

Assume signal s(t) arrives at an antenna array. At each of the antenna elements the
same signal is received affected by additive white Gaussian noise n(t). This can be
represented as

xm(t) = s(t) + nm(t)

where m = [1, · · · , M ] depicts antenna’s ordinal number. The noise variance is
E{|nm|2} = σ2. Averaging a coherently received signal from M antenna outputs
yields

y(t) = 1
M

∑M
i=1 xm(t) = s(t) + 1

M

∑M
i=1 nm(t) (2.1)

Presuming that noise has equal variance at all elements of the array and that it is
uncorrelated from antenna to antenna, i.e., E{ni(t) · nj(t)} = 0 for i 6= j the
noise variance on y(t) is E{| 1

M

∑M
i=1 nm(t)|2} = σ2/M , while the signal energy

E{|s(t)|2} remains unchanged. In this manner a signal enhancement, also known as
antenna array gain, of M is achieved.

2.2.2 Antenna array response

Consider an antenna array with M elements placed in a line. A source s0(t) radiates
the signal at carrier frequency fc. The source is assumed to be distinct enough so
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s0(t)

x1(t) x2(t) xM(t)

∆

θ

δ

Figure 2.1: A signal from a far field source impinges an antenna array with equal
element spacing-uniform linear array (ULA).

that a plane wave impinges onto the antenna array. The received sequence at the i-th
antenna is

xi(t) = ai(t, θ, f) ∗ s0(t − Ti)e
−j2πfcTi , (2.2)

where ∗ denotes convolution, Ti determines the signal propagation time from the
source to the ith element of the array and ai(t, θ, f) denotes the antenna response
as a function of time, angle of arrival and frequency. In case the response does not
change in time, is identical in all directions (omnidirectional antenna) and is flat (con-
stant) in the bandwidth of interest ai(t, θ, f) = ai applies. Presuming all antennas are
identical yields ai = a0(θ) = a0 for all i = 1, · · · , M . In case only a direct path is
considered (2.2) becomes

xi(t) = a0s0(t − Ti)e
−j2πfcTi . (2.3)

A multipath propagation model can be achieved by a linear extension of (2.2) due to
the linearity of the medium.

Let x(t) = [x1(t), · · · , xM (t)]T represents a vector that collects outputs of all
antennas at time instant t. Under a narrowband assumption for a far field source s(t)
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the baseband representation of an antenna array can be described as

x(t) = a0(θ)








s(t)
s(t − τ1)

...
s(t − τM−1)








=








1
e−j2πfcτ1

...
e−j2πfcτM−1








a0(θ)s(t) . (2.4)

In case a uniform linear array is used the delay between two consecutive elements is
always τ so the phase rotation between the elements of the antenna can be written as
a function of the angle of arrival θ (see figure 2.1)

2πfcτ = −2πfc
δ sin(θ)

c
= −2π

δ

λ
sin(θ) = −2π∆ sin(θ),

where c denotes the speed of light, λ is the wavelength of the signal and ∆ represents
the interelement spacing of the antenna array expressed in multiples of the signal
wavelength. The array output can now be written as

x(t) =








1

ej2π∆ sin(θ)

...
ej2π(M−1)∆ sin(θ)








a0(θ)s(t) =: a(θ)s(t). (2.5)

where a(θ) is defined as array response vector and represents the response of the
array to a planar wave with direction of arrival (DOA) θ. a(θ) is also known as spatial
signature vector, action vector, array propagation vector and signal replica vector [11].
Sampling the antennas output and stacking the vectors horizontally for N consecutive
time instants X = [x(1), · · · ,x(N)] the data model (2.5) becomes

X = a(θ)[s(1), · · · , s(N)] = a(θ)s .

In a multiple user case this model extends to

X = [a(θ1) · · · a(θd)]






s1(1) · · · s1(N)
...

...
...

sd(1) · · · sd(N)




 = AS (2.6)

where X : M × N , A : M × d and S : d × N , with M representing the number of
antennas in an array, d number of sources and N the total number of samples collected.

Adding the contribution of white Gaussian noise (2.6) becomes

X = AS + N , (2.7)

where N : M × N collects the samples of the Gaussian noise.
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θ

Figure 2.2: Beamforming principle: A source coming from direction θ is amplified
while others are weakened.

2.2.3 Beamforming

A beamformer can be viewed as a spatial filtering process that separates distinct sig-
nals with a possibly overlapping frequency content that originate from different spatial
locations [12]. It is actually a process of “forming a beam” where a source from a de-
sired spatial location is amplified while other sources are attenuated, see figure 2.2.
A well known beamformer that exploits the mechanical properties of the antenna is
a parabolic dish antenna. The shape of a parabolic antenna provides that each part
of the plane electromagnetic wavefront from the look direction is coherently added
at the feed of the antenna while the signals from other directions are weakened. The
enhancement of the signal from the look direction is achieved due to the fact that all
the waves generated by the source pass the same distance to reach the antenna’s feed.

A beamforming structure similar to a parabolic antenna can be accomplished by
means of an antenna array of omnidirectional elements. Imagine that the parabolic
dish is stretched into a plane and antennas are placed at positions denoted by x1, x2

and x3, see figure 2.3. Introducing complex weightings wi for each of the antenna out-
puts xi makes feasible the creation of a beamformer for a specific direction of arrival
(DOA). The output of such a discrete system after beamforming can be represented as
[12]

y(n) =
M∑

i=1

w∗
i xi(n) ,

where superscript ∗ denotes a complex conjugation. A beamformer that involves only
weighting of the sensors output is applicable for narrowband signals, i.e., in cases
where the signal bandwidth is smaller than the inverse of the channel delay spread. In
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this manner the channel frequency response becomes flat over the whole spectrum of
the observed signal. As a result equalization is not required.

In case a broadband sequence is considered, received over L dissimilar multiple
propagation paths a space-time equalization needs to be performed. The equalizer
recollects as much energy as possible of the original signal arriving from distinct di-
rections in different time instants (figure 2.4). The output of a space-time equalizers
yields

y(n) =

L−1∑

l=0

M∑

i=1

w∗
i,lxi(n − l)

where y(n) is an estimated discrete time sequence of the user of interest, L represents
the duration of the channel impulse response (in case of line of sight LOS propagation
L = 1 otherwise L > 1), wi,l represents a beamforming coefficient at the i-th sensor
at delay tap l and xi(n − l) is a corresponding discretized i-th antenna output. Let us
define

w =






w1

...
wL




 where wi =






wi,1

...
wi,L






and

x =






x1

...
xL




 where xi =






xi,1

...
xi,L




 .

Using these definitions both beamformer and space-time equalizer can be represented
in a vector form

y(n) = w
H
x ,

where w
H is the complex conjugate transpose of w.

2.3 Zero-Forcing and LMMSE receivers

In this section we present two approaches in the receiver design. Starting from a
multiuser data model in white Gaussian noise derived in (2.7)

X = AS + N

two approaches based on the linear least squares minimization can be followed in the
design of deterministic receivers.

1. Deterministic model matching For the model defined in (2.7), minimizing the
model fitting error for the known A yields

min
S

‖ X−AS ‖2
F , (2.8)
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where ‖ Y ‖F denotes the Frobenius norm of the observed matrix Y, i.e., the
energy contained in its entries

‖ Y ‖F = (
∑

|yi,j |2)1/2 .

From (2.8) we obtain the estimate of S as

Ŝ = argmin
S

‖ X −AS ‖2
F ⇔ Ŝ = A†X (2.9)

where † represents the Moore-Penrose pseudo inverse operation with

A† = (A
H
A)−1A

H
. (2.10)

From (2.9) follows the beamforming matrix W
H = A† known as the Zero-

Forcing (ZF) solution because W
H
A = I cancels all interfering sources. The

ZF solution maximizes the Signal-to-Interference Ratio (SIR) but can produce
the undesired noise enhancement in case the inversion of A, i.e., A† has large
entries.

2. Deterministic output error minimization. The second approach in the re-
ceiver design minimizes the difference between the output of the receiver and
the know transmitted data sequence

W
H

= argmin
W

‖ W
H
X − S ‖2

F = SX† . (2.11)

Using (2.10) we can write

W
H

=
1

N
SX

H
(

1

N
XX

H
)−1

Under assumption that sources are mutually independent and independent from
the noise and for long sequences of collected data (N ), beamformer W con-
verges to

W = R̂−1
x A , (2.12)

where R̂−1
x = 1

N XX
H is the sample covariance matrix and 1

N XS
H converges

to A for large N . The beamformer in (2.12) is known as the Linear Minimum
Mean Square Error (LMMSE) or Wiener receiver. Rewriting (2.12) in terms of
the noise variance σ2 and mixing matrix A yields

W = (σ2I + AA
H
)−1A .

This receiver minimizes the Signal-to-Interference and Noise Ratio (SINR) and
produces the estimates of S with minimal deviation.

Here we have presented two kinds of beamformers. In case transmitted signal
propagates through a multipath channel the mixing matrix A is replaced by matrix H

that collects the samples of the multipath channel. In such cases space-time equaliza-
tion is performed to harvest the energy of the signal of interest spread over the antenna
array and multiple propagation paths.
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Figure 2.3: Spatial beamformer principle using an antenna array.
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Figure 2.4: Space-time equalization involve weighting of time shifted versions of all
antenna outputs.
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2.4 Subspace techniques-Singular Value Decomposi-
tion

Consider a noiseless data model X = AS as in (2.6) where the number of antennas
M is larger than the number of sources d and the number of samples N exceeds M ,
i.e., d ≤ M ≤ N . Matrix X : M × N represents the stack of data samples received
at M antennas during N consecutive time instants and can be represented as a linear
combination of d independent sources (rows of S), thus its rank is d. Similarly, X

has d independent columns determined by the columns of A. Performing an algebraic
transformation over X called Singular Value Decomposition-SVD [13, 14, 15, 16]
provides a basis for the row space as well as the column space of X. In particular, let

X = UΣV
H

,

where U : M × d represents an orthonormal basis for column span of X, i.e.,
col(X) = col(A) = col(U). In the same manner the rows of V

H : d × N
provide an orthonormal basis of the space spanned by the rows of X and S, i.e.,
row(X) = row(S) = row(VH). The orthonormality property of the bases U and
V implies U

H
U = Id and V

H
V = Id, where Id is identity matrix of size d. Ma-

trix Σ : d × d is a diagonal matrix with singular values [σ1, · · · , σd] on its diago-
nal. Singular values are positive real and are sorted in non-descending order, i.e.,
σ1 ≥ σ2 ≥ · · · ≥ σd > 0.
In the presence of additive white Gaussian noise (AWGN) in the system the received
data sequence becomes

X = AS + N, (2.13)

and its singular value decomposition yields

X = [Us Un]

[
Σs 0

0 Σn

] [
V

H

s

V
H

n

]

.

Note that at this point X has a full rank(M) due to the contribution of the noise.
[Us Un] represents a basis of the column span of X where Us and Un are signal
and noise subspace, respectively. Σs and Σn are diagonal matrices that collect signal
and noise subspace singular values, respectively. In a similar fashion, V

H

s and V
H

n

denote right signal and noise subspace. At this point we also define the economy size
SVD that is written in terms of only the signal subspace components

X = UsΣsV
H

s .

The singular value decomposition is one of the widely used methods in blind
source separation and detection algorithms. Based only on the knowledge of the re-
ceived data matrix X makes possible the estimation of the transmitted data sequence.
Using the knowledge of the signal subspaces and general properties of matrices A and
S produce the estimates of the transmitted data sequence.
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However, without exploiting additional properties the use of the SVD based blind
estimation methods always induce the incapability of reconstructing the original order-
ing of the sources, e.g., in case original sequence was S = [sT

1 s
T

2 s
T

3 ]T an estimated
sequences may result in a permuted user ordering, for example Ŝ = [sT

2 s
T

3 s
T

1 ]T. Here
si represents a 1 × N row vector containing the transmitted data sequence of source
i. The ordering ambiguity arise due to the commutativity of the factorization, i.e.,

AS = [a1 a2]

[
s1

s2

]

= [a2 a1]

[
s2

s1

]

=
∑2

i=1 aisi .

Without the knowledge of specific properties on a1 versus a2 or s1 versus s2 it is not
possible to identify the ordering of the signals.
This is a general problem for blind source estimation schemes based on SVD and
constant modulus property of the signal. Note that this ambiguity can be solved by
adding some training sequence. In Part I of the thesis we propose a scheme that is able
to resolve this ambiguity without reducing the bandwidth of the signal.

2.5 Eigenvalue decomposition

The eigenvalue problem for a matrix A is

Ax = λx ⇔ (A − λI)x = 0 .

Any λ that makes A − λI singular is called an eigenvalue and the corresponding x

is the eigen vector. Stacking the eigenvectors horizontally yields T and stacking the
eigenvalues on the diagonal produces Λ so that

AT = TΛ .

At this point we define the eigenvalue decomposition of a regular matrix A

A = TΛT−1 ,T invertible, Λ diagonal

2.6 ESPRIT algorithm

Here we present a general principle used in the Estimation of Signal Parameters via
Rotational Invariance Techniques — ESPRIT [8, 7]. In particular, we focus on a
uniform linear array (ULA) of M elements with equal interelement spacing ∆ (see
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figure 2.1). Collecting antenna outputs into the data matrix X : M ×N , as in Section
2.2.2 yields

X = [a(θ1) · · · a(θd)]






s1(1)
...

sd(1)




 = AS , (2.14)

where si, i = 1, · · · , d is a 1×N vector of transmitted data and ai denotes a M × 1
array signature vector for direction of arrival θi

a(θi) =








1

ej2π∆sin(θi)

...
ej2π(M−1)∆ sin(θi)








. (2.15)

Let us define selection matrices J1 : (M − 1)×M and J2 : (M − 1)×M which
select the first and the last M − 1 rows, respectively

J1 = [IM−1 0] and J2 = [0 IM−1] .

Applying the selection matrices to A yields

A1 = J1A

A2 = J2A
(2.16)

where A1 and A2 possess the shift invariant property, i.e., the following relation
holds

A2 = J1AΦ = A1Φ (2.17)

where Φ is a diagonal d × d matrix

Φ =






φ1

. . .
φd




 .

Here, φi = ej2π∆sin θi , i = 1, · · · , d and θi denotes the angle of arrival of the ith
user.

Under assumption that the number of sources d is known we can compute the
economy size SVD of X

X = UsΣsV
H

s .

Note that Us contains d columns that span the column space of X and A, thus there
must be a d × d invertible matrix T that maps one basis into the other

A = UsT . (2.18)
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Applying selection matrices J1 and J2 to Us we obtain U1 = J1Us and U2 = J2Us.
Using these properties and (2.18) we can rewrite (2.16) as

A1 = U1T

A2 = U2T
(2.19)

Using (2.17) we obtain

A1Φ = U2T ⇔ U1TΦ = U2T . (2.20)

If U1 is ”tall”, i.e., M ≥ d and A is of full column rank we can find the left-
inverse of U1 as U

†
1 = (UH

1U1)
−1U

H

1 . Finally we can rewrite 2.20 as

U
†
1U2 = TΦT−1

where the matrix on the left hand side is known from the received data. The right hand
side of the last equation is recognized as an eigenvalue equation since Φ is diagonal.
Finding the diagonal elements of Φ we obtain φi for all i = 1, · · · , d and therefrom
we get the estimates of the angle of arrivals θi.

2.7 MUSIC algorithm

MUSIC is the acronym of the MUltiple Signal Classification algorithm [17], a sub-
space method for parameter estimation that we present next.
The singular value decomposition of the received data sequence in white Gaussian
noise (2.13) provides the signal and noise subspace Us and Un, respectively. Note
that the columns of Us span the same subspace as the columns of A. At the same
time the noise subspace Un is orthogonal to the subspace spanned by the columns of
A

U
H

nA = 0 . (2.21)

This property together with the known structure of column vectors that create A, i.e.,
a(θi), i = 1, · · · , d (defined in (2.15)) can be exploited in the estimation of unknown
parameters θi. In particular we search for the d lowest minima of the cost function

JMUSIC(θ) =
‖ U

H

na(θ) ‖2

‖ a(θ) ‖2
=

a(θ)H
UnU

H

na(θ)

a(θ)Ha(θ)

by an exhaustive search over the range of θ = (−π, π].
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2.8 Kronecker product

For two matrices A and B the Kronecker product, ⊗ is defined as

A⊗B =





a1,1B a1,2B

· · ·
am,nB



 . (2.22)

A column wise Kronecker product is named Khatri-Rao product

A ◦B = [a1 ⊗ b1, a2 ⊗ b2, · · ·] . (2.23)

Now we present several Kronecker product properties

vec(abH) = b∗ ⊗ a

(AC) ⊗ (BD) = (A ⊗B)(C ⊗D)
(aH

c)(bH
d) = (a ⊗ b)H(c ⊗ d)

vec(ABC) = (CT ⊗A)vec(B)
vec(Adiag(b)C) = (CT ◦A)b

(2.24)

where H denotes a complex conjugate, T transpose, ∗ conjugate operation and vec
stacks the columns of a matrix into a vector.
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Chapter 3

Asynchronous Mobile Ad Hoc
Networks

ad hoc: formed or used for specific or immediate problems or needs
network: a group of devices connected to allow users to communicate
and share information and resources

A wireless ad hoc network consists of a set of wireless devices (nodes) within a
particular geographical area that communicate with each other to exchange informa-
tion. The connection between the nodes is created at the instantaneous need of users
and without the presence of a central access point. An appropriate data transmission
scheme in a highly dynamic environment is obtained if packets are of finite length and
are transmitted in a completely unscheduled manner. To that extent each receiver node
needs to recognize any ongoing transmission, detect the beginning of the data packet
and estimate its content.

In existing systems, in which all users share the same wireless channel, packet
collision occurs in case a number of users are simultaneously active. As a result, the
content of these packets is destroyed and a retransmission needs to be performed.
Consequently, the capacity and the throughput of the system may be significantly
reduced, in particular within networks that accommodate a large number of users.

In this chapter several basic problems that arise in wireless Mobile Ad hoc Net-
works (MANET’s), such as packet collision, retransmission, hidden-exposed termi-
nal problem and multiuser co-channel interference suppresion are described. In the
subsequent chapters we will propose a solution to these issues by means of source
separation techniques and study their performance.

29
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3.1 Packet collision problem

As mentioned, in wireless networks with unscheduled packet transmissions, in which
all users share the same channel, simultaneous transmission by several users leads to
a packet collision which destroys all data content. In the the existing systems a packet
collision problem is treated by several protocols at the Multiple Access Control (MAC)
layer. The first such protocol - ALOHA [4] - was introduced by Abramson from the
University of Hawaii. In case a user has information to send, it simply broadcasts
it and waits for an acknowledgment of reception within a predefined time interval.
If a collision occurs, the data packet is destroyed and cannot reach the destinated
user. Accordingly, the transmitter does not receive acknowledgment of successful data
reception. In such a case, data packets originating from users involved in the collision
will be retransmitted after a randomly chosen time offset thus reducing the probability
of repeated collisions. As an improvement a Slotted ALOHA is described in [18].
Users are allowed to transmit only in predefined time slots so that in case a collision
occurs only one, rather than two or more partially overlapping slots is affected. This
leads to an increased channel efficiency and system’s throughput.

As an alternative to ALOHA, users having data to broadcast can, prior to any
transmission, check whether the channel is occupied and in that case postpone the
transmission for some later time instant. This approach is named Carrier Sense Mul-
tiple Access (CSMA) protocol [5]. As ALOHA, CSMA mode can also be scheduled
that leads to a Slotted CSMA reducing the interval affected by collided packets.

All mentioned protocols do not resolve the packet collision problem but rather
improve the probability of a successful packet reception for a presumed data traffic
density and a given number of users. Note that slotted versions of MAC protocols
demand some kind of centralized time control that is inappropriate for applications in
ad hoc networking.

An ad hoc network such as Bluetooth is formed by having one device act as master
(the other are slaves). All communication is done via the master. If a slave wants to
transmit it first sends a ”request to send” at an appropriate time announced by the
master. The master will collect the request and assigns a ”clear to send” to each of
the slaves in turn which made a request. The formation of such a network carries a
significant overhead (may take several seconds) and is not flexible. Thus it is less
appropriate for highly dynamic environments.

An alternative way to solve the packet collision problem is to transfer a part of
the system’s complexity from the MAC to the physical (PHY) layer. By introducing
an antenna array at the receiver side and exploiting the spatial diversity (SDMA), the
separation of simultaneously active multiple co-channel signals becomes feasible. In
that manner packet capture capability of the system is improved and retransmission
is no longer required. Accordingly, the data throughput of the system is significantly
increased.
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A B C D

Figure 3.1: Hidden exposed terminal problem.

An example of a blind deterministic scheme that is able to resolve packet con-
flict situations is described in Section 3.3. This method performs separation of all
co-channel constant modulus signals by means of an antenna array at the receiver
side. This algorithm will further be extended to enable the separation of only the de-
sired user which is presented in Chapter 4 and Chapter 5 for the synchronous and the
asynchronous case, respectively.

3.2 Hidden-exposed terminal problem

A hidden-exposed terminal problem [19, 20] may arise in networks in which users
share the same wireless channel. Assume a distribution of users within an area as
presented in figure 3.1, where each node is in the range of both its neighboring nodes.

1. Hidden terminal problem: Suppose A transmits a data packet to B (see fig-
ure 3.1). This data transfer cannot be perceived by C, as it is out of the range of
A. In case C starts broadcasting a message while a hidden terminal A is already
active, a collision occurs at terminal B. Such a situation where a terminal (C)
is in the range of a receiver (B) but out of the range of the transmiter (A) is
defined as a hidden terminal problem.

2. An Exposed terminal problem arises in cases in which a terminal is in the
vicinity of the transmitting but distant from the receiving node. Imagine (fig-
ure 3.1) that node C transmits a packet to node D. During such a data transfer
B remains silent even if its transmission to A would not cause any collision.

The design of efficient Multiple Access (MAC) layer protocols may lead to re-
duced number of collisions in case hidden and/or exposed terminals are present in the
network. A request to send-clear to send (RTS-CTS) along with busy-tone is an ex-
ample of a protocol that can mitigate collisions [21], but such protocols are vulnerable
to interference from other services [22]. In addition, the collision problem remains
unresolved in cases where multiple RTS packets simultaneously target the same node.
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3.3 Constant Modulus Algorithms

The Constant Modulus Algorithm (CMA) is a classical example of a blind source
separation method. Assume a single user narrowband system (see Chapter 2) in white
Gaussian noise where an antenna array is deployed at the receiver side. The data
model becomes:

x(k) = as(k) + n(k) ,

where x(k) : [M × 1] is the vector of samples at the output of the M antennas at time
instant k, a : [M × 1] is the array signature vector and s(k) denotes the transmitted
symbol at time instant k where k = 1, · · · , N . n(k) is a M × 1 vector of white noise
samples that are added at the receive antennas. A broadcast sequence s(k) possesses
a constant modulus (CM) property, i.e., its amplitude does not change in time, if
|s(k)| = 1 ∀k. This feature can be used to determine a weight vector w such that the
output of the beamformer is equal to the transmitted CM sequence, y(k) = ŝ(k) =
w

H
x(k).

An option to solve the beamforming problem is in the implementation of adaptive
algorithms that process sample by sample of the received data in the same order as
they arrive to the receiver. Adaptive algorithms start from a given initial weight vector
w0 and are updated by each new sample. In order to improve the beamforming vector
a suitable cost function is chosen that should be minimized by means of gradient-
descent techniques. An example of such a function is

J(w) = E(|y(k)|2 − 1)2 ,

that quantifies the deviation of the beamformer’s output from the desired constant
modulus. Here, y(k) represents the output of the beamformer at time instant k and
E(·) denotes the expectation operator. A simple approach is to iteratively improve
vector w in the direction of the negative gradient of the function J(w),

w(k+1) = w(k) − µ∇w(J(w(k)))

where µ represents the step size. Choosing a small µ makes the convergence of the
algorithm slow but stable while selecting a larger step sizes results in a faster but more
erratic convergence or possibly divergence. The gradient of the cost function in the
case of CMA becomes

∇(w)J = 2E{(|y(k)|2 − 1) · ∇w(wH
x(k)x(k)H

w)}
= 4E{(|y(k)|2 − 1) · x(k)x(k)H

w}
= 4E{(|y(k)|2 − 1) · y(k)x(k)} ,

that after absorbing 4 into µ leads to an iterative rule

w(k+1) = w(k) − µx(k)x(k)
H
w(k)(|w(k)Hx(k)|2 − 1) .

This algorithm is called the Constant Modulus Algorithm (CMA) [23, 24]. The draw-
back of an iterative CMA algorithm is that it may need large number of samples to
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obtain full convergence. Note that the estimated beamformer w does not provide a
unique solution as any other beamformer αw with |α| = 1 also satisfies the CM con-
dition, |ŝ(k)|2 = |wH

x(k)|2 = |αw
H
x(k)|2 = 1. This phase ambiguity cannot be

resolved due to the nature of the algorithm but it can be overcome via a differential
modulation scheme. Accordingly, only one training symbol is needed to recover the
proper constellation of the transmitted sequence.

In case several CM signals are simultaneously broadcast, the iterative CM algo-
rithm is able to estimate only one of them. It remains unclear whether the user of
interest has been estimated as the separation is based on a general (CM) property
common for all users. In such a case the solution would be to estimate all sources
and subsequently choose the one of interest. This can be achieved using the CM array
that, at first, extracts the strongest CM signal and subtracts it from the received linear
combination. This process is repeated until all CM signals are detected. A drawback
of this method is a possible slow convergence for each user. The same source may be
estimated twice in case its initial beamformer did not converge sufficiently, thus the
signal was not completely subtracted from the received mixture. In [25] the authors
propose a multiuser constant modulus algorithm in which the beamformers of all users
are estimated simultaneously in an iterative fashion. Clearly, an improperly estimated
beamformer of a single user induces the failure in separation of all other sources.

The Algebraic Constant Modulus Algorithm (ACMA), proposed in [26, 27, 28],
solves the source separation problem of multiple co-channel CM signals in a non-
iterative fashion. In contrast to iterative algorithms, ACMA is able to extract all CM
sources from the superposition of the signals received at an antenna array at the re-
ceiver side. Moreover, it is a block algorithm that performs well already for a very
small number of samples. In the subsequent section we give an overview of ACMA
algorithm following the presentation in [26], because the Known Modulus Algorithm
presented in this thesis is based on similar principles.

3.4 Algebraic Constant Modulus Algorithm – ACMA

A narrowband system with multiple CM signals sharing the same frequency band is
assumed. The sequence received at the antenna array becomes

X = AS ,

where X = [x1,x2, · · · ,xN ] : [M × N ], A : [M × d] and S : [d × N ] represent
received data samples at the antenna array, the array response matrix and the data
symbol matrix, respectively, see also (2.6). M denotes the number of receive antennas,
N the number of samples (data symbols) and d the number of users. Without loss of
generality it is assumed that each transmitted symbol satisfies |s(k)|2 = 1 as any
scaling can be incorporated in A. For each user i ∈ {1, · · · , d} a weight vector wi
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needs to be estimated so that its output satisfies a unit modulus criterion, or

w
H

i X = si such that |si(k)|2 = 1 , k = 1, · · · , N . (3.1)

The constant modulus condition for each estimated sample is equivalent to

|si(k)|2 = w
H

i xkx
H

kwi = 1, k = 1, · · · , N. (3.2)

Exploiting the properties of Kronecker products (2.24) the middle term of (3.2) can be
written as

w
H

i xkx
H

kwi = (x̄k ⊗ xk)
H
(w̄i ⊗wi) .

Define

P :=






(x̄1 ⊗ x1)
H

...
(x̄N ⊗ xN )H






of size P : N × d2 and
y = w̄i ⊗wi .

In this fashion, the problem defined in (3.2) can be written as a linear matrix equation

Py = 1 subject to condition y = w̄i ⊗ wi .

The solution to Py = 1 is of the form y = y0 + α1y1 + · · ·+αlyl that represents an
affine space [26]. Here y0 corresponds to a particular solution while {y1, · · · ,yl} is
the basis of a kernel of P. Alternatively, the problem Py = 1 can be transformed to
a system of equations with a solution in a linear space. In that case the basis vectors
can be found simply by performing a singular value decomposition. For this purpose
a unitary matrix Q : N × N is chosen such that

Q 1 =
√

N








1
0
...
0








.

Applying Q to [1 P] yields

Q[1 P] =
√

N

[
1 p

H

0 G

]

.

A Discrete Fourier Transform (DFT) matrix and a Householder transformation [26,
13] are examples of matrices that satisfy the condition set on Q. In addition, a QR
factorization of [1 P] provides the same result. At this point the following holds

Py = 1 ⇔ Q[1 P]

[
−1
y

]

= 0

⇔







p
H
y = 1

Gy = 0

.

(3.3)
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The first condition (pH
y = 1) is just a scaling and can always be satisfied (unless

y = 0 or p
H
y = 0).

The set of solutions {yi} of the linear matrix equation Gy = 0 can efficiently
be found by means of a singular value decomposition (SVD) of G. The solution
vectors yi are the right singular vectors corresponding to the d singular values of G

that are equal to 0. On the other hand, there are d independent solutions satisfying
the condition w̄i ⊗ wi for i ∈ {1, · · · , d}. Note that any linear combination of these
solutions is also a solution to Gy = 0, i.e.,

y = λ1(w̄1 ⊗w
H

1 ) + · · · + λd(w̄d ⊗w
H

d ) .

Thus, solutions yi for i ∈ {1, · · · , d} do not necessarily correspond to the structured
solutions w̄i ⊗wi but rather to an arbitrary linear combination thereof.

The second step of ACMA consists of a decoupling, i.e., determination of the
structured basis {w̄1 ⊗ w1, · · · , w̄d ⊗ wd} exploiting the knowledge of the set of
arbitrary solution vectors{y1, · · · ,yd} that both span the same linear subspace. Note
that

w̄i ⊗wi := vec(wiw
H

i ) ,

where ’vec’ transforms a matrix into a vector by stacking the columns. Define also yi

by vec(Yi) = yi. According to this definition,

yi = λi1(w̄1 ⊗w1) + · · · + λid(w̄d ⊗wd)

can be written as the sum of rank one matrices

Yi = λi1(w1w
H

1 ) + · · · + λid(wdw
H

d ) .

Taking into account all Yi matrices the decoupling process needs to solve the follow-
ing system of matrix equations







Y1 = λ11(w̄1 ⊗w
H

1 ) + · · · + λid(w̄d ⊗w
H

d )
...

Yd = λd1(w̄1 ⊗w
H

1 ) + · · · + λdd(w̄d ⊗w
H

d )

,

or equivalently






Y1 = WΛ1W
H

...
Yd = WΛdW

H

,

where Λi = diag[λ11, · · · , λ1d], W = [w1, · · · ,wd] and diag transforms a vector
into a diagonal matrix.

1y = 0 with y = w̄i⊗wi leads to w = 0 which is not a relevant solution anyway, whereas p
H
y = 0

with y = w̄i ⊗wi leads to w
H
X = 0 [26] which is also not relevant.
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This is a joint diagonalization problem as each Yi is diagonalized into Λi by the
same matrix W [26, 28]. A simple solution in that case, for invertible Y2 can be
found by eigenvalue decomposition of Y1Y

−1
2 i.e.,

Y1Y
−1
2 = W(Λ1Λ

−1
2 )W−1 .

This approach may be applicable in a noiseless scenario. Each one of the Yi, i =
{1, · · · , d} matrices can be diagonalized by the same W and all of them should be
taken into account in the noisy case in order to obtain a better estimate. A solution is
provided by the joint diagonalization scheme described in [26, 28]. In this way, the
potentially problematic inversion step is avoided.

The condition p
H
y = 1 that arose after the unitary transformation Q has been

performed over [1 P] (see 3.3) will determine a proper scaling of the final solution as

p
H
y = ( 1

N

∑N
k=1 x̄k ⊗ xk)H

y

= w
H( 1

N

∑N
k=1 xkx

H

k )w

= 1
N

∑N
k=1 w

H
xkx

H

kw

= 1
N

∑N
k=1 |s(k)|2 = 1

In the derivation of the ACMA we assumed that exactly d independent sources of
equation Py = 1 exist. This assumption does not hold in cases where the number
of antennas at the receiver is larger than the number of active users, M > d. This
problem is solved by means of a dimension reduction. Instead of working directly on
a rank deficient matrix X, ACMA is applied to the d strongest vectors (VH

s ) in the right
signal subspace of matrix X (for the singular value decomposition see Section 2.4).
In this manner we make sure that precisely d beamforming solutions are found.

This finishes the discussion of [26].

3.5 Superimposed training

A fundamental drawback of constant modulus algorithms is the permutation ambigu-
ity, i.e., the inability to distinguish which is the user of interest in case several CM
sources are simultaneously active. Thus it is possible that the wrong user is retrieved.
This is avoided by methods that extract all CM signals and subsequently find the one
of the interest based on the data content. Examples are the iterative multiuser CMA
[25] or the block structured ACMA [26, 27, 28]. These are considered to be ineffi-
cient in case only a single user needs to be estimated. On the other hand, introducing
a training sequence would lead to a reduced bandwidth efficiency due to a possibly
large overhead.
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A so called superimposed training scheme represents a possible way to resolve
the permutation ambiguity problem of CM signals and is able to extract the user of
interest without reduction in bandwidth efficiency. Basically, a known sequence (ck)
is added, multiplied or otherwise imposed on the desired CM source prior to any
transmission. The known sequence can vary the phase or the modulus of each data
symbol and gives it a known feature without increasing the data rate. At the receiver
side, the knowledge of the superimposed training is used to extract the user of interest.
This idea was initially introduced by Treichler and Larimore in 1985 [29] where the
CM algorithm [23] was extended to signals with known modulus variations. Recently,
it has been rediscovered and drawn some new attention so we present an overview of
the proposed methods in this context.

In [30] Orozco-Lugo et al. propose to superimpose a known periodically time-
varying modulation sequence c(k) over a constant modulus signal s(k) so that the
modulated signal becomes

z(k) = c(k)s(k) .

In [30] multiple users and an instantaneous channel model are considered. With an
antenna array of M sensors the received signal becomes

x(k) = Az(k) + n(k) ,

where z(k) : d × 1 stands for the stack of transmitted samples of d users and n(k) :
M × 1 represent the additive noise. A beamformer vector w applied to the received
data vector x(k) provides an estimate of the transmitted data sequence at time instant
k as

y(k) = ŝ(k) = w
H
x(k) .

The coefficients of the spatial filter w are computed in an iterative fashion such that
the cost function

J(w) = E{[|y(k)|2 − c2(k)]2}
is minimized.

A drawback of this scheme is that the proposed cost function J(w) is not convex
so that the algorithm may be captured in a local minimum. To avoid unwanted so-
lutions, restrictions on the constellation as well as on the modulation sequences have
to be imposed. In the asynchronous multiple user case these restrictions need to be
satisfied for all mutual code offsets.

The idea from [30] is extended in [31] for a convolutive channel case. The authors
propose to use an equalizer with a time span not shorter than the period of the modu-
lating sequences. In this manner, searching for the equalizer with the best performance
indirectly solves the synchronization problem. Nevertheless, the restrictions imposed
on the choice of the modulating sequences remain.

In [32, 33] Tugnait et al. propose a superimposed training scheme for channel
estimation which exploits the first order statistics of the received data sequence. A
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perfect synchronization between the superimposed training at the transmitter and the
known template at the receiver is assumed. A single user case is considered with one
transmit and multiple receive antennas. The transmitted sequence at time instant k :

z(k) = s(k) + c(k) , (3.4)

where s(k) and c(k) represent the information and superimposed training sequence,
respectively. The information sequence is chosen to possess a constant modulus
E{|s(k)|2} = 1 and is zero mean, i.e., E{s(k)} = 0. In addition, the training
sequence is periodic with period P , i.e.,

c(k) = c(k + P ) . (3.5)

After propagation through a convolutive multipath channel with impulse response h(l)
(l = 0, · · · , L with L the channel length) the received sequence at the antenna array
becomes

y(k) = x(k) + n(k) =

L∑

l=0

h(l)s(k − l) + n(k)

with L being the order of the channel. The expected value of the received sequence

E{y(k)} = E{∑L
l=0 h(l)s(k − l) + n(k)}

=
∑L

l=0 h(l)c(k − l)

(3.6)

hence this operation completely removes the influence of the information sequence.
E{y(k)} is obtained by averaging of the received data over a number of code periods
P (see (3.5)). As described in [33] channel impulse response can be estimated from
(3.6) in the least square sense.

A synchronization algorithm of the proposed scheme is further treated in [34].
It is based on an exhaustive model fitting for all possible code shifts in the range
[0, · · · , P ]. A cost function is established and is minimized in case a proper code
offset is deployed.

Using the same “induced training” structure as in 3.4, periodicity of the induced
training sequence and the property that the expectation of the received data completely
removes transmitted data sequence as in (3.6), the authors in [35] derive a channel
estimation scheme for a single input single output antenna system. To achieve the
synchronization the authors exploit the periodicity of the training sequence and per-
form an exhaustive search for the best possible match of the code to the received data
sequence. Knowledge of the channel and the information of the packet offset makes
possible further symbol estimation of the user of interest.

From a source separation point of view, amplitude modulation is just one way to
mark users of interest, and several other techniques could play a role. Stochastic tech-
niques such as “transmitter induced cyclostationarity”, initially derived for single user
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blind equalization [36, 37, 38] have recently been extended to multi-user convolutive
channels [39] and OFDM [40]. A deterministic version of such a technique, using
phase modulation codes, was proposed for source separation in MANETs [41].

The method in [41] assumes that each user possesses a single transmit antenna,
while an antenna array is employed at the receiver side. For source separation pur-
poses a superimposed training is inserted over a real valued data sequence si(k). The
modulation code is a polynomial phase sequence (PPS) modeled as

ci(k) = ej[2πfik
2+2παik]

where fi and αi represent user specific code parameters. The transmitted signal
is obtained as instantaneous product of the data and the coding sequence zi(k) =
si(k)ci(k). The code sequence ci(k) exhibits cyclostationary properties to be ex-
ploited in the process of source separation in multiuser environments over time-
dispersive channels. It is an extension of the method proposed in [42] that exploits
a chirp sequence ci(k) = ej2πfik2 to introduce cyclostationarity. The latter approach
is able to resolve the inter symbol interference (ISI) problem in a single user, time
dispersive channel case.

Multiplying the received sequence by the complex conjugate code of the user of
interest, the contribution of the induced training is removed. Note that this is valid
only in case of perfect synchronization. The equalization of the channel is achieved
by forcing its output to reestablish the real value property of the transmitted signal.
Synchronization is performed by an exhaustive search over all possible code offsets
at the receiver side. Finally, the optimal equalizer is chosen from a set of possible
solutions.

To summarize, we give an overview of the possible approaches in the superim-
posed training schemes

1. Addition of the training c(k) over the data symbols s(k) produces

z(k) = s(k) + c(k) subject to E(s) = 0

where k = 1, · · · , N is the sample index and N is the length of the data packet.
Note that this approach demands a large amount of collected data to satisfy the
expectation condition.

2. Multiplication of the training c(k) with data symbols s(k) gives

z(k) = s(k)c(k)

{
s ∈ R, c(k) known phase
|s| = 1, c(k) known amplitude

The algorithms presented in this section provide the beamformer and channel esti-
mates for instantaneous and convolutive channel cases, respectively. These estimates
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facilitate subsequent detection of data. Note that in the literature the offset of the
received data packet with respect to the beginning of the analysis window is either
considered to be known or it is estimated by an exhaustive search for the best possible
match of the known code and the received signal. Thus the synchronization part of
user separation algorithms for ad hoc networks is neglected in favor of solving the
beamforming or channel estimation problem. For this reason, in Part I of this the-
sis, we focus our attention to the synchronization problem. Synchronization can be
based on a training sequence known both at the transmitter and the receiver or only
on the known properties of the transmitted signal, i.e., blindly. Regarding the way
the beginning of the data packet is obtained we distinguish search methods and block
methods. The first scans for all possible solutions and chooses the best outcome while
the latter instantaneously provides the best estimate within the observed block of data.

The lack of block oriented synchronization algorithms in packet oriented ad hoc
networks was one of the main motivations for our research. We have derived a joint
synchronization and beamformer estimation scheme that acts on the block of received
data and provides an instantaneous solution.

In the next chapter we propose a data model for a packet oriented MANET under
a narrowband assumption. Initially, in Chapter 4 a beamformer estimator for the syn-
chronous case is derived and its performance analyzed. Subsequently, in Chapter 5 we
propose a block method for joint synchronization and beamformer estimation.



Chapter 4

Known ModulusAlgorithm –
Data Model

In this chapter we consider a multi-user asynchronous ad hoc wireless communication
network where users transmit data packets randomly. In the previous chapter we have
seen that the risk on the packet collision represents a great problem in ad hoc networks
with an increased number of uncoordinated users. These collisions cause the retrans-
mission of data packets reducing the system’s efficiency and capacity. It followed that
it is relevant to study methods that solve these issues. To this end, in this chapter we
will consider a technique in the class of Known Modulus Algorithms.

The system is organized as depicted in figure 4.1. Each user in the system exploits
a single transmit antenna. Information to be broadcasted possesses a constant modulus
property. Prior to any transmission, small known modulus variations (“color code”)
are induced over the data sequence at the symbol level as presented in figure 1.4. At
the receiver side an antenna array is employed that, together with the knowledge of
the user specific code, enables the separation of the user of interest from undesired
multiuser interference and additive noise. We set the design criteria in our system to

1. short data packet size

2. simple MAC layer design with no centralized unit, i.e., ad hoc scenario

3. narrow band

The presented KMA requires neither slot synchronization nor any coordination
among transmitters, which makes its application in an uncontrolled environment such
as wireless LAN (WLAN) or mobile ad hoc networks (MANETs) particularly attrac-
tive. The KMA was introduced in [43, 44, 45] where a small known modulus varia-

41
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Figure 4.1: Wireless ad hoc communication scenario. √ck is a known modulus varia-
tion used to recognize user-1.

tion, i.e., the ’color code’ is inserted over the CM signal. The code is considered to
be known at the receiver side. The antenna array and the known code allow estimation
of the beamformer that will select precisely the user of interest.

In contrast to Constant Modulus (CM) algorithms the proposed KMA scheme is
able to separate exactly the user of interest that significantly reduces the system’s
complexity. Users are allowed to broadcast data packets in a completely unscheduled
fashion. Further, the size of the packets of the user of interest is assumed to be known
at the receiver side, as well as the code of the desired user. The proposed Known
Modulus Algorithm performs source separation scheme on blocks of data samples
collected within an analysis window.

The results in this chapter were presented at conferences [43, 44, 46, 47] and as a
journal paper [45].
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Figure 4.2: Slot structure

4.1 Data model

We assume the situation in figure 4.1 where several users occupy a common wireless
channel. The channel is assumed to be narrowband. User 1 is the desired user, it is
supposed to be received by receiver 1, but there will be interference from the other
users. To suppress the interference, the receiver is equipped with an antenna array of
M elements. The potential number of simultaneously active users d is in an analysis
window/slot is assumed to be d ≤ M .

The transmission is modeled by a linear data model of the form

xk =
d∑

q=1

aqs
(q)
k + nk , (4.1)

where xk ∈ |C M is a complex data vector received by the array of M antennas at time
k, aq is the signature vector of source q and s

(q)
k ∈ |C its transmitted symbol at time k,

and nk ∈ |C M an additive noise vector. In this model we assume that the number of
users in an analysis window is d ≤ M , the number of antennas at the receiver.

The modulation of source 1 is assumed to be constant modulus (e.g., QPSK), i.e.,
|s(1)

k |2 = 1. The modulation of the other users is arbitrary.



44

modulus variation

constant modulus

modulus variation

Figure 4.3: Constant modulus signal with coded amplitude variations which are used
to identify the user of interest

We will consider two types of transmission scenarios (see figure 4.2):

1. Slotted, with fixed slot length L. The situation in a slot is stationary: the number
of active users is constant inside a slot, and their spatial signature vectors are
constant.

2. Unslotted, with fixed or variable packet lengths. Packets can have arbitrary
starting times, hence the number of active users changes throughout the slot.
The packet length of user 1 is denoted by L.

Initially, we assume that we are synchronized to the user of interest: the start
time and length of his packet is known. We collect N samples in a data matrix X =
[x1 , · · · , xN ] : M × N . In case 1, we take N = L and x1 contains the first sample
of the packet. In case 2, we take a slightly larger analysis window to avoid certain
edge effects, N ≥ L samples. In Chapter 5, we consider the estimation of the packet
offset.

Let d be the maximal number of active users in the analysis window, and assume
for notational simplicity that these are users 1 to d. Defining A = [a1 , · · · , ad] :

M × d, S = [sqk] = [s
(q)
k ] : d × N and N = [n1 , · · · , nN ] : M × N , we obtain

X = AS + N . (4.2)

A, S and N are unknown. The objective is to reconstruct the nonzero part of s(1) =

[s
(1)
1 , · · · , s(1)

N ] using linear beamforming, i.e., to find a beamformer w such that ŝk =

w
H
xk approximates s

(1)
k , k = 1, · · · , N .

As discussed in Chapter 1 blind algorithms for source separation are applicable at
this point (e.g., CMAs), but they have the problem that they cannot distinguish one
user from another. To distinguish the desired source, we give it a “color code”, in the
form of a known pseudo-random modulus variation (figure 4.3). Instead of transmit-
ting sk, we transmit zk = sk

√
ck, where ck = 1 ± ε is a real and positive scaling that

induces a small modulus variation, without changing the average transmission power.
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For notational convenience, we assume that ck = 0 outside the support of the packet.
The data model (4.2) is replaced by

X = AZ + N . (4.3)

Recall that we assume that |sk|2 = 1, so that |zk|2 = ck. Similar to CMA, the
objective of the beamformer will be to recover zk based on its modulus, i.e., such that

|wH
xk|2 = |ẑk|2 = ck , k = 1, · · · , N .

With noise, we try to minimize the difference and can obviously recover the source
only approximately.

4.2 Known Modulus Algorithms

In this section we consider receiver algorithms, assuming the receiver is synchronized
to the user of interest and knows his code.

4.2.1 Iterative solutions

The usual iterative CMA can easily be adapted for the present case: one only has
to define the instantaneous modulus error as ek = |wH

xk |2 − ck. This leads to the
updating step similar to the one presented in Section 3.3

w := w − µ(x
H

kw)xk(|wH
xk|2 − ck) , k = 1, 2, · · · , N .

This is the Known Modulus Algorithm (KMA) introduced by Treichler and Larimore
in [48], and used more recently in [30, 31]. Apart from the usual stability and initial-
ization issues, the resulting algorithm would not be very useful for the current purpose
since we don’t want to track the beamformer; we require a block solution where also
the initial symbols are detected correctly. This is provided by an alternating projection
algorithm: iterate until convergence





r := w
H
X

ẑk := rk

|rk|

√
ck , k = 1, · · · , N

w := (ẑX†)H

(4.4)

where † denotes the Moore-Penrose pseudo-inverse. Note that a candidate solution ẑ

is alternatingly projected onto the row span of X (via the projection X†X), and entry-
wise scaled to fit the modulus condition. With a sufficiently accurate initial point of
w, this algorithm is stable and converges usually nicely (similar to the LS-CMA, see
[49]).
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4.2.2 AKMA for slotted packet transmission (case 1)

Assume case 1 in figure 4.2 where all packets in a slot are synchronized. We will
derive a closed-form solution to the problem of estimating w, in the style of ACMA
[9]. This can be used to obtain an initial point for the iteration (4.4). Given a block of
N samples, we try to minimize

ŵ1 = argmin
w

N∑

k=1

| |wH
xk|2 − ck|2

= argmin
w

N∑

k=1

|xH

kww
H
xk − ck|2

= argmin
w

N∑

k=1

|(x̄k ⊗ xk)
H
(w̄ ⊗w) − ck|2

= argmin
w

‖P(w̄ ⊗w) − c‖2 ,

(4.5)

where

P =






(x̄1 ⊗ x1)
H

...
(x̄N ⊗ xN )H




 and c =






c1

...
cN




 . (4.6)

The size of P is N × M2. We follow the strategy of ACMA and split this opti-
mization into two steps (hence suboptimal),

ŷ = argminy ‖Py − c‖2

ŵ1 = argminw ‖ŷ − w̄ ⊗ w‖2 .

If P is full column rank, the first problem has a unique solution in terms of the pseudo-
inverse P†:

ŷ = P†c .

With this solution and setting Ŷ = unvec(ŷ), where “unvec” denotes an unstacking
of a vector into a square matrix, we can solve the second problem as

ŵ1 = argmin ‖ŷ − w̄ ⊗w‖2 = argmin ‖Ŷ − ww
H‖2 ,

the solution of which is given in terms of the dominant eigenvector of Y, scaled by
the square root of the corresponding eigenvalue.

We thus see that, if P is full rank, the algorithm becomes particularly simple,
and in the noise-free case will produce the exact separating beamformer to recover
the desired packet. If P is not of full column rank, then there will exist additional
solutions y0 to Py0 = 0 (where 0 is an all-zero vector) which will add to the desired
solution y = w̄1 ⊗ w1, producing a result that cannot be factored. We thus need to
study the rank properties of P. This is done in Section 4.2.4.
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4.2.3 AKMA for unslotted packet transmission (case 2)

In case 2 in figure 4.2, users are not slotted. We first assume for simplicity that the
base station is synchronized to user 1 (known offset). Estimation of the offset is done
in Chapter 5.

If the analysis window length N is chosen to be the same as the packet length L,
then the algorithm is the same as in Section 4.2.2. If N is larger than L, the packet
has leading and/or trailing zeros. This can be modeled by defining

c = [0 · · · 0 c1 c2 · · · cL 0 · · · 0]T , N × 1 ,

where the total number of zeros is N −L and the offset of the code matches the offset
of the packet in the analysis window. After this, the algorithm is as in Section 4.2.2.

4.2.4 Rank of P for case 1

We consider the rank of P for case 1 (all users synchronized) in the noise-free case,
where X = AZ. To recover Z using linear beamforming, we need A to be tall
(d ≤ M ) and full rank. In this case, X has rank d. P has size N × M 2, and P

H =
X̄ ◦ X = (Ā ⊗ A)(Z̄ ◦ Z), where ◦ denotes a column-wise Kronecker product:
X̄ ◦ X = [x̄1 ⊗ x1 , · · · , x̄N ⊗ xN ]. Further, Ā ⊗ A has size M2 × d2 and is full
rank, and Z̄ ◦ Z has size d2 × N . Properties of the Kronecker products are described
in Section 2.8. The rank of P is equal to the rank of Z̄ ◦ Z, therefore it cannot exceed
d2. A necessary condition for P to have rank d2 is d2 ≤ N .

If d = M and d2 ≤ N , then P can be full rank. If d < M , then P is not full rank,
but can be made full rank by a prefiltering step (cf. [9, 50]). Compute the SVD of X,
i.e., X = UΣV

H , where U : M × d is unitary, Σ : d × d is positive diagonal, and
V

H : d × N is unitary, then we can replace X by

X := (
√

N)Σ−1U
H
X = (

√
N)V

H

which has d rows and is of full rank. Note that due to the prewhitening, X satisfies a
model X = AZ, where A is d×d and asymptotically unitary (for large N ). From now
on, we assume that the prewhitening has been performed and that, therefore, d = M
(we omit the underscore from the notation).

Even after the prefiltering, there are cases where P is singular, namely when at
least two other sources are constant modulus or have equal modulus variation (equal
color codes). Indeed, if z(2) = w

H

2X and z(3) = w
H

3X are constant-modulus, then
P(w̄2 ⊗w2) = 1, P(w̄3 ⊗w3) = 1, and

P(w̄2 ⊗w2 − w̄3 ⊗w3) = 0 .

To avoid this nullspace solution, all sources (except perhaps one) should have ampli-
tude modulations. In case 1, this level of cooperation is reasonable to assume.
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We can show that if the sources are statistically independent constant modulus
sources, all modulated by binary random power modulations 1±ε, then as N becomes
large, 1

N P
H
P converges to its expected value

Cx := E{(x̄k ⊗ xk)(x̄k ⊗ xk)
H} = (Ā ⊗A)Cz(Ā ⊗A)

H
, (4.7)

where
Cz := E{(z̄k ⊗ zk)(z̄k ⊗ zk)H}

= I + vec(I)vec(I)H − (I ◦ I)(I ◦ I)H + ε2(I ◦ I)(I ◦ I)H ,

where I is the identity matrix. For the proof, see Appendix at the end of this Chapter
(Section 4.3). The eigenvalues of Cz are

eig(Cz) = {d + ε2, 1, · · · , 1
︸ ︷︷ ︸

d2−d

, ε2, · · · , ε2
︸ ︷︷ ︸

d−1

} . (4.8)

For the proof, see again Appendix (Section 4.3). These are also the eigenvalues of Cx

since A is asymptotically unitary after prewhitening. Thus, the singular values of P

converge to

svd(P) = {
√

N(d + ε2),
√

N, · · · ,
√

N
︸ ︷︷ ︸

d2−d

, ε
√

N, · · · , ε
√

N
︸ ︷︷ ︸

d−1

} . (4.9)

The smallest singular value of P is raised by the modulation from 0 to ε
√

N . If ε is not
too small, P will be left invertible, so that y = P†c will lead to the correct solution. It
can also be verified that these singular values carry important information: truncating
them to zero leads to the wrong result.

4.2.5 Rank of P for case 2

In case 2 there are additional situations where P becomes singular, namely when two
sources are non-overlapping in time. Indeed, suppose z(2) = w

H

2 X, z(3) = w
H

3X are
such that z

(2)
k z

(3)
k = 0, ∀k. Then w

H

2xkx
H

kw
H

3 = 0, ∀k, hence

P(w̄2 ⊗w3) = 0 , P(w̄3 ⊗w2) = 0 .

Thus, solutions y to Py = c can be written as

y = w̄1 ⊗w1 + λ23(w̄2 ⊗w3) + λ32(w̄3 ⊗w2)

for arbitrary scalars λ23, λ32, and an arbitrary y selected from the solution space can-
not be factored into w̄1 ⊗w1. We see two solutions for this problem. Firstly, we can
write Y = unvec(y) as

Y =
[

w1 w2 w3

]





1
λ32

λ23









w
H

1

w
H

3

w
H

2



 = WΛ1M
H

,
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1. SVD: X =: UΣV (M2N )
Estimate rank and truncate to UsΣsVs

Prefiltering: X :=
√

L · Σ−1
s U

H

sX =
√

L · Vs

2. P = (X̄ ◦ X)
H (d2N )

y = P†c, with threshold ε
√

N (d4N )

3. Y = unvec(y)
w = dominant eigenvector of Y (d3)

4. w =
√

L · UsΣ
−1
s w

ẑ = w
H
X (dN )

5. optional: alternating projection iterations
O(M2N + d4N)

Figure 4.4: Summary of AKMA and the complexity of the algorithm. L is the packet
length, N is the analysis window length.

where M is a permutation of W. Similarly, if we take a basis {y2,y3} of the null
space of P, it can be written as

Y2 = WΛ2M
H

, Y3 = WΛ3M
H

,

where Λ2, Λ3 are diagonal matrices (with their first entry equal to 0). The problem
boils down to a joint diagonalization of unsymmetric matrices, or a joint Schur de-
composition, which can be solved using Jacobi iterations [9]. Similar problem raised
by the ACMA described in Section 3.4.

Alternatively, we try to avoid the joint diagonalization step. If we have N suffi-
ciently large and do prewhitening, then A is approximately unitary, and the wi are
approximately orthogonal to each other. Hence, the desired solution w̄1 ⊗ w1 is or-
thogonal to the null space of P. In this case, we can simply set

y = P†c ≈ w̄1 ⊗w1 .

With noise, P will not be exactly singular, and we will have to set a threshold on the
pseudo-inverse: compute the SVD of P as P = UP ΣP V

H

P , let Σ̂P be the subma-
trix containing the singular values of P larger than a threshold, and let ÛP , V̂P be
the corresponding left and right singular vectors. The solution to Py = c which is
orthogonal to the (approximate) null space of P is then given by y = VP Σ̂−1Û

H

P c.
As is clear from equation (4.9), the threshold on the singular values of P should be
smaller than ε

√
N .

In case 2, it may also happen that only a few samples of the desired packet are
disturbed by the head or tail of another source, but with insufficient samples present
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Figure 4.5: Case 1 beamformer performance: SINR of user 1 after beamforming as
the function of signal to noise ratio (SNR) at the antenna array.
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Figure 4.6: Case 1 beamformer performance: SINR of user 1 after beamforming as
the function of the data packet size.
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Figure 4.7: Case 1 beamformer performance: SINR of user 1 after beamforming for
different levels of the power modulation index.

to estimate that source reliably. A convenient solution that avoids this problem is to
increase the analysis window N to be larger than the packet length L, with the desired
packet located in the center of the analysis window. In that case, if a disturbing source
overlaps the desired packet, it will have at least (N − L)/2 samples in the analysis
window, sufficient to detect it.

Figure 4.4 lists the algorithm as used in the simulations.

4.2.6 Simulations–known timing

We test the algorithm on simulated data. In these simulations, the receiver knows the
code of the desired user, and it knows the timing of this user.

Case 1

Figures 4.5, 4.6 and 4.7 show SINR performance plots of the beamformer of the first
source for a simulation with d = 4 sources, M = 4 antennas in a uniform lin-
ear array, equal source powers, and source angles −20◦, 20◦, 40◦,−40◦, for varying
SNR, packet length L(= N), and power modulation index ε. All sources are QPSK-
modulated constant modulus sources with code-modulated amplitudes. The reference
line is the performance of the MMSE receiver with knowledge of z(1), namely w =
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Figure 4.8: Case 2 beamformer performance: SINR of user 1 after beamforming.
Asynchronous sources with equal-length packets.
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Figure 4.9: Case 2 beamformer performance: SINR of user 1 after beamforming.
Asynchronous sources with equal-length packets.
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Figure 4.10: Case 2 beamformer performance: SINR of user 1 after beamforming.
Asynchronous sources with equal-length packets.

(z(1)X†)H. The input SNR in dB is defined as SNR = 10 log(P1/Pn) where Pn =
σ2 is the power of the AWGN per receiving antenna. The power of the i-th user is de-
fined as Pi = (

∑L
k=1 |s

(i)
k |2)/L. P1 is the power of user 1 - the user of interest. The

SINR after beamforming is computed as SINRout = 10 log(P1,out/Pinterf+n) with
P1,out = w

H
a1P1a

H

1w, Pinterf+n = w
H(Adiag([P1 · · ·Pd])A

H−a1P1a
H

1 +σ2I)w,
where a1 is the first column of the array manifold A. The solid line is the performance
of AKMA, the dashed line the performance of 15 iterations of the alternating projec-
tion algorithm (4.4), initialized by the AKMA. It is seen that the performance of the
AKMA is generally quite good, but that it can be improved for small modulation
indices and small N (i.e., N < 2d2). This is due to the squaring involved in the con-
struction of P, and the presence of additional kernel solutions for small modulations.

The convergence of the AKMA to the MMSE is expected: similar to ACMA it is
caused by the prewhitening and the fact that the algorithm is unbiased in the noise-free
case [50].

Case 2

Figures 4.8, 4.9 and 4.10 show similar performance curves, but for case 2 (unsynchro-
nized users). In these plots, the analysis window N is equal to the packet length L; the
packet of user 1 falls completely in the analysis window whereas the three other users
have arbitrary arrival times. The performance is virtually identical to that in case 1.
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Figure 4.11: Case 2 beamformer performance: SINR of user 1 after beamforming.
Asynchronous sources with equal-length packets L = 50, and an analysis window
N = 70.
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Figure 4.12: Case 2 beamformer performance: BER of user 1 after beamforming.
Asynchronous sources with equal-length packets L = 50, and an analysis window (b)
N = 50.
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Figure 4.13: Case 2 beamformer performance: BER of user 1 after beamforming.
Asynchronous sources with equal-length packets L = 50, and an analysis window
N = 70.

In figures 4.11,4.12 and 4.13, we investigate the choice N > L. This is motivated
by the bit-error rate curve in fig. 4.12, which (for N = L = 50) shows a saturation
of the performance for large SNRs. This is because the head and tail of the desired
packet can be disturbed by the tail of another source, but with insufficient samples
present to estimate that source reliably. Figure 4.13 shows that increasing the analysis
window N to N = 70 improves the bit error rate (BER) for large SNRs. Figure 4.11
shows the SINR performance for N = 70, which can be compared to Figure 4.8 where
N = L = 50.

4.3 Appendix

Proof of equation (4.7)

First consider a scalar variable, z =
√

c · s, where s is a constant modulus random
variable, c = 1 + e, and e = ±ε is a zero mean binary random variable. Then
E(|z|4) = E(1 + e)2 = 1 + ε2. The kurtosis of z is κz = E(|z|4) − 2E(|z|2)2 =
−1 + ε2.

To prove (4.7), we use some properties of random CM vector signals that are listed
in [50]. In particular, if s is a random vector whose entries are statistically independent
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and constant modulus, then

Cs := E{(̄s⊗ s)(̄s⊗ s)H}
= E{ssH}E{s̄̄sH} + E{s̄⊗ s}E{s̄⊗ s}H + Ks

= I + vec(I)vec(I)H − (I ◦ I)(I ◦ I)H ,

where the d2 × d2 matrix Ks = −(I ◦ I)(I ◦ I)H is the kurtosis of s. It is a diagonal
matrix with only d nonzero entries (−1) at selected locations on its main diagonal,
which reflects the independence of the entries of s.

Now, define z = Γ1/2s, where Γ = I + E and E is diagonal with independent
entries ±ε, then

E{zzH} = E{Γ} = I ,

and similarly E{z̄ ⊗ z} = vec(I). We already showed that the kurtosis of a single
entry of z is −1 + ε2. Because of independence, the kurtosis of z is therefore Kz =
(−1 + ε2)(I ◦ I)(I ◦ I)H. It follows that

Cz = E{zzH}E{z̄z̄H} + E{z̄⊗ z}E{z̄⊗ z}H + Kz

= I + vec(I)vec(I)H + (−1 + ε2)(I ◦ I)(I ◦ I)H .

Proof of equation (4.8)

Inspection of the structure of Cz shows that, after column and row permutations, it
can be written as

Cz ∼
[

1d1
H

d + ε2Id 0

0 Id2−d

]

where 1d is a vector consisting of d entries ‘1’, and Id is the d × d identity matrix.
Hence d2 − d eigenvalues are equal to 1. The eigenvalues of 1d1

H

d are {d, 0, · · · , 0},
hence the eigenvalues of 1d1

H

d + ε2Id are {d + ε2, ε2, · · · , ε2}.



Chapter 5

Joint offset and beamformer
estimation

In the previous chapter, we assumed that the receiver was synchronized to the user
of interest. Now, we consider the situation where the receiver is not synchronized,
e.g., the users transmit packets at random moments. We assume that the receiver
collects a batch of N samples, where N > L, and introduce an algorithm to estimate
the offset of the packet of the desired user within this analysis window, as well as
a beamformer to cancel the interference. Introduce τ as the unknown packet offset.
Similar to equation (4.5), we now have to compute a beamformer w and offset τ such
that

|wH
xk |2 = |ẑk|2 = ck−τ , k = 1, · · · , N . (5.1)

For simplicity, we first assume that τ is an integer, and derive corresponding algo-
rithms in Section 5.1. In Section 5.2 we extend this to arbitrary noninteger delays,
which can be estimated if oversampling is considered. Results were published in
[44, 45].

5.1 Integer offset estimation

5.1.1 Data model

Let user 1 with code {ck, k = 1, · · · , L} be the user of interest. We consider the case
where the packet falls completely within the analysis window, N > L, and the packet
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offset τ is an integer. Our aim is to compute

{ŵ, τ̂} = argmin
w,τ

N∑

k=1

(|wH
xk|2 − ck−τ )2

= argmin
w,τ

‖P(w̄ ⊗w) − cτ‖2 ,

Here,
cτ = [0, · · · , 0

︸ ︷︷ ︸

τ

, c1, · · · , cL, 0, · · · , 0
︸ ︷︷ ︸

N−L−τ

]T

is a vector of length N , and the matrix P is constructed from the received data in the
same way as in Section 4.2.2. As before, we continue with a two-step optimization
problem

{ŷ, τ̂} = argmin
w,τ

‖Py − cτ‖2

ŵ = argmin
w

‖ŷ − w̄ ⊗w‖2 ,

and solve the first problem, which asks for joint estimation of y and τ . Similar to the
derivation of the SI-JADE algorithm [51], we exploit the fact that a delay in time do-
main corresponds to a phase progression in frequency domain. This can be expressed
as

Fcτ = Fc0 � φτ

where F is the N × N DFT matrix, � represents an entrywise multiplication (Schur-
Hadamard product),

φτ := [1 ϕ ϕ2 · · · ϕN−1]
T

and ϕ = e−j 2πτ
N . The vector c0 is the unshifted code vector followed by N −L zeros.

Our objective will be to estimate ϕ based on the shift-invariance structure exhibited
by the vector φτ . This then immediately determines the offset τ . A similar approach
was considered in the SI-JADE algorithm [51] for joint angle-delay estimation.

Thus, apply F to the equation Py = cτ to obtain

FPy = Fc0 � [1 ϕ ϕ2 . . . ϕN−1]
T ⇔ Pfy = g � φτ (5.2)

where Pf := FP and g := Fc0. Dividing the rows of Pf with the corresponding
entries of the vector g we arrive at

P̃y = φτ (5.3)

where P̃ = (diag(g))−1Pf is known and the vector φτ is a known function of the
unknown delay τ . Here, ‘diag’ maps a vector into a diagonal matrix. The above
pointwise division puts a design constraint on the code: it should be chosen such that
(after zero padding to length N ) it does not contain small values in the DFT domain.
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5.1.2 MUSIC-like algorithm

Equation (5.3) can be treated in several different ways. Essentially we have to search
for a vector in the column span of P̃ that has the structure exhibited by φτ , i.e., a shift
invariance structure. Obviously a MUSIC-type search is applicable (see Section 2.7):
if Us is a basis for the dominant column span of P̃, then

τ̂ = argmax
τ

‖φH

τ Us‖2 . (5.4)

The optimum is found by searching over a coarse grid, selecting the best interval, and
subsequently refining if a higher resolution is required. For integer values of τ , the
rows φ

H

τ are actually rows of the inverse FFT matrix F
H, and hence we can imple-

ment the coarse search over integer values of τ by applying an inverse FFT to Us.
Hence, we simply have to find the row of F

H
Us with maximal norm. Essentially, the

algorithm has at this point performed a deconvolution with the desired code, imple-
mented in frequency domain. The MUSIC-type algorithm shows good performance
in simulations. Besides the processing steps described in figure 4.4, the additional
complexity due to the synchronization step is given by: the FFT of P and IFFT of Us

(2d2N log2 N), division by the user’s code (d2N) and computation of the norm of the
first L rows (Ld2). The complexity of the synchronization part is therefore of order
O(2d2N log2 N). This is less than the complexity of the other steps in the algorithm,
which is dominated by the inversion of P(d4N) as presented in figure 4.4.

5.1.3 ESPRIT-like algorithms

To avoid the search, we can also implement an ESPRIT-like algorithm (see also Sec-
tion 2.6), where the difference is that, here, we expect only a single column in the
column span of P̃ with shift-invariance structure, whereas in ESPRIT all columns
have such a structure.

To this end, split P̃ into two matrices P̃x and P̃y by taking its first and last N − 1
rows, respectively. We thus obtain

P̃xy = [1 ϕ · · · ϕN−2]T

P̃yy = [ϕ ϕ2 · · · ϕN−1]T .
(5.5)

This can also be written as
P̃xy = ϕ̄P̃yy , (5.6)

which (because P̃x and P̃y are tall) is recognized as a matrix pencil problem. To solve
it, we must first find the common column span of P̃x and P̃y . Equivalently, we can
look at the null space of [P̃x P̃y].
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Algorithm 1

The simplest technique to intersect the column span of P̃x and that of P̃y is to compute
the SVD of [P̃x P̃y]. Indeed, from equation (5.5), we see that

[P̃x P̃y]

[
y

−ϕ̄y

]

= 0 . (5.7)

Now it is clear that after an “economy size” SVD is performed of [P̃x P̃y], at least
one singular value will be zero. The corresponding basis for the null space specifies a
set of candidate solutions to (5.6). If P̃x and P̃y each have full column rank, then we
can simplify immediately, since we expect only a single solution vn in the null space,
which then will have the form

vn =:

[
vx

vy

]

=

[
y

−ϕ̄y

]

. (5.8)

After finding vn, we can estimate the phaseshift ϕ as ϕ̂ = −(v†
xvy), which directly

specifies a delay estimate τ̂ . The estimate can be improved by performing a MUSIC-
type search (5.4) in the vicinity of this estimate. This will be referred to as “Algorithm
1” in the simulations.

At the same time we can set ŷ := vx, and since y = w̄ ⊗ w we can estimate the
separating beamformer w as indicated before: set Ŷ = unvec(ŷ), and let ŵ be the
dominant eigenvector of Y, scaled by the square root of the corresponding eigenvalue.
This is the estimated beamformer for user 1.

The above algorithm assumed that P̃x and P̃y are full rank. Alternatively we can
work with a basis of these subspaces, obtained e.g., after the “economy-size” SVDs

P̃x ≈ ÛxΣ̂xV̂
H

x

P̃y ≈ ÛyΣ̂yV̂
H

y

(5.9)

where we drop the small singular values and corresponding vectors. Similar to (5.7)
we find

[Ûx Ûy]

[
Σ̂xV̂

H

xy

−ϕ̄Σ̂yV̂
H

y y

]

= 0 . (5.10)

We can compute the vector (vn say) in the null space of [Ûx Ûy], which will have
the following structure:

vn =:

[
vx

vy

]

=

[
Σ̂xV̂

H

xy

−ϕ̄Σ̂yV̂
H

y y

]

. (5.11)

The vector y can be computed as y = V̂xΣ̂
−1
x vx, and ϕ follows from −ϕ̄ =

(Σ̂yV̂
H

y y)†vy.
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Figure 5.1: Case 2 (asynchronous sources): Root Mean Square Error of the delay
estimate.

Algorithm 2

Another algorithm for subspace intersection is mentioned in [52]: the common vec-
tor in the column span of P̃x and P̃y is given by the largest left singular vector of
[Ûx Ûy ], the one corresponding to a singular value

√
2. Interestingly, this vector

should have the structure φ = [1 ϕ ϕ2 · · ·ϕN−2]T. By computing the vector in the
intersection and matching it to this shift-invariance structure, we have another way to
compute ϕ, and hence the offset delay.

Let u be the largest left singular vector of [Ûx Ûy ]. Under noise-free conditions,
we have u = [1 ϕ ϕ2 · · ·ϕN−2]T. We can estimate ϕ as in ESPRIT, by constructing
ux and uy consisting of the first and last N − 2 elements of u, respectively, so that
ϕ̂ = u†

xuy. It is possible to obtain a better estimate of ϕ by the additional limited
MUSIC search using the complete known structure of φ.

In each of the algorithms, the estimated beamformer can be improved by a few
iterations of an alternating projection algorithm as already proposed in Section 4.2.1.

5.1.4 Simulations–integer timing estimation

In the following simulations we consider d = 4 users and M = 4 antennas in a uni-
form linear array with half-wavelength spacing. Signals are arriving at the array with
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Figure 5.2: Case 2 (asynchronous sources): Percentage of incorrectly estimated packet
offsets τ .
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Figure 5.3: Case 2 (asynchronous sources): Output SINR of user 1 after beamforming
(cases without failure), all users having equal power.
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Figure 5.4: Case 2 (asynchronous sources): Output SINR of user 1, where its power
is varied with respect to the total power of the interfering users.

angles [−10◦, 20◦, 40◦, −40◦] with respect to the array broadside, and with delays
[50, 34, 65, 95] samples. The packet length is L = 128 while the analysis window
size is N = 256. All sources are transmitting unit amplitude constant modulus signals
modulated by a power modulation with index ε = 0.5. The amplitude codes are Gold
sequences in order to minimize the cross correlation between the codes of different
users. 1000 Monte-Carlo runs for each value of the input SNR were performed.

The power of the i-th user is defined in the region where the signal exists i.e.,

Pi = (
∑τi+L

k=τi+1 |s
(i)
k |2)/L. P1 is the power of user 1 - the user of interest. In the

simulations presented in figure 5.1, 5.2 and 5.3 all users have the same transmitting
power whereas in figure 5.4 the power of the user of interest is varied with respect
to the power of the interfering sources. The input SNR in dB is defined as SNR =
10 log(P1/Pn) where Pn = σ2 is the power of the AWGN per receiving antenna. The
SINR after beamforming is computed as SINRout = 10 log(P1,out/Pinterf+n) with
P1,out = w

H
a1P1a

H

1w, Pinterf+n = w
H(Adiag([P1 · · ·Pd])A

H−a1P1a
H

1 +σ2I)w,
where a1 is the first column of the array manifold A.

Figure 5.1 presents the root mean square error (RMSE) of the estimated delay for
user 1 for each of the proposed algorithms. Similarly, figure 5.2 shows the percentage
of cases where the delay offset was not estimated correctly. An estimate is labeled as
failure if its rounded value is not equal to the true (integer) delay offset.

From figures 5.1 and 5.2, we see that the MUSIC search performs very reliable,
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and much better than the closed-form ESPRIT-type algorithms. These algorithms
perhaps can be used to obtain coarse estimates of the delays, which can subsequently
be refined using a MUSIC-type search over a limited interval. (At the same time, the
complexity of the MUSIC-search, when implemented via an inverse FFT, is lower
than that of the ESPRIT-type algorithms.)

The “jump” in the performance for low SNR is typical for subspace algorithms:
these involve a nonlinear step namely the selection of a subspace which, for low SNR,
may exclude the vector of interest.

For the cases without failure, figure 5.3 presents the signal to interference and
noise ratio (SINR) at the output, i.e., after beamforming. The dotted line is a theoret-
ical reference line showing the performance of the MMSE beamformer assuming the
transmitted signals, codes and offsets of all users are known. The statistics are com-
puted only over the cases without failure. The performance of the algorithms follows
that of the MMSE estimator closely, and can be further improved with a few iterations
of the alternating projection algorithm.

Figure 5.4 presents the SINR after beamforming as a function of the input signal to
interference ratio SIR = 10 log(P1/Pinterf ). All interfering sources have fixed unit
power while the power of the user of interest is changed in order to simulate a near/far
scenario. The interference to noise ratio is defined as INR = 10 log(Pinterf /Pn) =
+15dB where Pinterf , Pn are the total interfering and noise power respectively. The
INR is kept constant for all the SIR values in the simulation.

5.2 Non-integer offset estimation

5.2.1 Algorithm

There are two cases where the DFT property of mapping a delay to a phase progression
is accurate: the delay is a multiple of the sampling period, or the signal is sampled at
or above Nyquist rate. If the signal was sampled below the Nyquist rate, aliasing
occurs which destroys the shift invariance property (cf. [52]). Up to this point, we
considered sampling at the symbol rate. Since delays are, in general, noninteger, this
leads to inaccuracies when realistic data is considered. Therefore we now consider a
case-2 scenario with non-integer delays τ , and where we sample at a rate of P times
the symbol rate, assuming that this is above Nyquist. Since there is no need to sample
much faster than Nyquist, typically P = 2 is sufficient.

The signal s(t) is an analog constant modulus signal, e.g., a phase modulated data
sequence. The amplitude code sequence is an analog function c(t), and we assume
that z(t) = s(t)

√

c(t) is sampled above Nyquist, hence c(t) is sufficiently smooth.
Under these conditions, we are still in context of the proposed KMAs, hence the joint
delay-beamformer estimation algorithms proposed in Section 5.1 are applicable.



65

0 2 4 6 8 10 12 14

10−3

10−2

10−1

100

SNR [dB]

BE
R

BER after beamforming

KMA (MUSIC search)
KMA (MUSIC search)+interpolation
MMSE (known Z, τ)
MMSE (mod=0)

L=64
M=2
d=2
mod=0.4

Figure 5.5: Case 2 beamformer performance (asynchronous sources with equal-length
packets) where MSK modulation scheme is implemented: BER after beamforming.

Because of oversampling, the spectrum of the ‘zero delay code’ vector g = Fc0

introduced in Section 5.1.1 has most of the power concentrated around the zero fre-
quency, and the spectrum decays fast for higher frequencies. Only the N/P samples
centered around the zero frequency are expected to have significant amplitude. In the
computation of P̃, we avoid divisions by small values by taking only the central N/P
rows of P̃ corresponding to the significant part of the vector g, and discarding the
other rows.

The estimated delay will be a rational number. For improved accuracy, we propose
not to round it to the nearest sample instant, but rather to resample the signal after
shifting it over τ̂ . Using Shannon’s resampling theorem, we can obtain new samples
at exactly τ̂ + k T

P , k = 0, · · · , LP − 1, where T is the symbol period, namely

rk = ẑintp(τ̂ + k
T

P
) =

N−1∑

n=0

(ŵ
H
xn) · sinc( τ̂ + (k − n)(T/P )

T/P
) ,

where k = 0, . . . , LP − 1 . These samples are used for detection.

5.2.2 Simulations–noninteger timing estimation

Because we now consider oversampling (above Nyquist), the setup of the simulations
is a bit more delicate. In the following simulations, we used phase-modulated sources
that employ Minimum Shift Keying (MSK) modulation. Even if phase modulation is
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a non-linear operation in general, an MSK-modulated signal can also be represented
as a linearly modulated signal1

s(t) = d(t) ∗ p(t) =
L∑

k=1

dk · p(t − kT ) , (5.12)

where the symbols dk satisfy dk ∈ {−1, 1} for even k, dk ∈ {−j, j} for odd k, and
the pulse shape is

p(t) =

{
cos π

2
t
T −T ≤ t < T ,

0 otherwise .

Known modulus variations (the code) are inserted over the signal s(t) as

z(t) =
∑L

k=1

√
ck · dk · p(t − k) =

∑L
k=1 zk · p(t − k) .

We consider d = 2 equal-power users transmitting data packets of equal size L = 64
symbols. The receiver has M = 2 antennas and employs P = 2 times oversampling.
The analysis window is N = 256 samples, or 128 symbol periods. The delays of the
two sources were set at [17.65, 35.92].

In figure 5.5, the BER versus input SNR performance of the KMA beamformer
for the cases with and without resampling via interpolation are presented. In the case
without interpolation, the estimated τ is rounded to the nearest sample instant. For
reference, we also show the performance of the Linear Minimum Mean Squared Error
(MMSE) receiver, where the packet offsets τq and the transmitted sequences z(q)(t)
are known for all users q = 1, 2, and the performance of an MMSE receiver in the
case where no amplitude modulation code was inserted by the transmitters.

From the figure, we observe that the performance of KMA improves due to the
interpolation; as before, at higher SNRs the performance comes close to that of the
MMSE. We also observe a gap between the MMSE receiver for amplitude-modulated
signals and unmodulated CM signals. The explanation is that for the modulated signal,
the bits that happen to have less power (1 − ε) have less protection against noise than
those that have higher power (1+ ε). This motivates the use of a small ε. On the other
hand, figure 4.7 showed that ε should be sufficiently large to guarantee a good estimate
of w. Also the packet length L enters into this trade-off because this minimum value
is inversely proportional to

√
L.

Since, with oversampling, we require that the pulse shape is a smooth analog func-
tion, we can compute the Cramer-Rao bound (CRB) of the estimation of τ for this
case. The CRB specifies a lower bound on the variance of any unbiased estimator
for τ and is derived later in Chapter 6. To verify the performance of the delay esti-
mation algorithm, we performed a simulation using the same parameters as before.
The Cramer-Rao Bound for the estimates of the packet offset is depicted in figure 5.6

1The linear modulation is introduced for simplicity, nonlinear modulations are certainly also applicable.
By the results of Laurent [53], these can be approximated by a linear modulation.
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Figure 5.6: Case 2 beamformer performance (asynchronous sources with equal-length
packets) where MSK modulation scheme is implemented: The standard deviation of
estimated delays τ̂ using the MUSIC-type search, compared to the CRB.

with a dashed line. The solid line represents the standard deviation of the estimates
of τ1 for the user of interest. The gap between the CRB and the standard deviation of
the MUSIC-type search algorithm (about a factor 2) shows that the algorithm is not
efficient. This can be explained by the fact that the data is squared in the proposed
algorithm, which essentially doubles the noise.

In figure 5.7 the packet offset recovery failure rate versus input SNR is presented.
A delay estimate τ̂ is considered as good if τ − T

2 < τ̂ < τ + T
2 is satisfied. From

the figure we can see that the performance of the synchronization scheme improves by
increasing the modulation level ε. Increase of ε makes some symbols more susceptible
to erroneous transmissions, in particular the ones that carry less energy i.e., have
lower amplitude. For this reason, the best choice would be to use modulation levels in
the vicinity of ε = 0.3.

The conclusions and the discussion of the proposed scheme are given in Sec-
tion 7.2.
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packets) where MSK modulation scheme is implemented: The delay offset failure rate
for different values of the modulation level ε = [0.2, 0.3, 0.4, 0.5].



Chapter 6

Cramer-Rao bounds

In the previous chapter we have seen the importance of the packet offset estimation in
asynchronous multiuser wireless ad hoc networks where users transmit data packets
randomly, without any coordination. Synchronizing to the user of interest enables
subsequent detection of transmitted data.

In the development of the algorithm we first considered a noiseless case. At that
stage we proved that our algorithm provides a unique solution. Subsequently, the
algorithm was analyzed and its performance tested in the presence of the white Gaus-
sian noise. The presence of noise causes the deviation of the estimate from the exact
solution. A Cramer-Rao bound represents the lower bound of the estimation error
for any unbiased estimator. In addition the Cramer-Rao bound does not depend on
the deployed algorithm but only on the data model. Comparing the deviation of our
estimates to the Cramer-Rao bound demonstrates the quality of the estimator.

In this chapter we derive Cramer-Rao bounds for the packet offset estimation us-
ing blind (KMA) and training based algorithms and we compare their performance.
Results were published in [46].

6.1 Data model

Similar to Chapter 4, we consider the scenario presented in figure 6.1 where differ-
ent users transmit data packets simultaneously. In order to suppress the interference,
an antenna array of M elements is introduced at the receiver side. We assume that
the packet of the user of interest completely falls within the analysis window. If we
consider a data packet to be of size L and the size of the analysis window N then the
condition N > L should be fulfilled.

69
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Figure 6.1: Structure of the transmitted data packets and the analysis window.

Here, we repeat the data model for the derivation of Cramer-Rao bound. For this
purpose we highlight the assumptions used in our data model:

1. Noise samples are assumed to be white Gaussian with independent identically
distribution and known variance σ2. Noise samples are random variables.

2. The transmitted data symbols and the mixing matrix are considered determinis-
tic but unknown, rather than stochastic.

3. In the blind packet offset estimation the unknown parameters are the array re-
sponse vectors, the packet delays, and the data symbols of all users. The modu-
lus variations are assumed known in this case.

4. In the training based estimation scheme the complete transmitted signal, i.e.,
the data sequence modulated by the color code, is considered to be known.

The transmission is modeled by a linear data model of the form

x(t) = Azτ (t) + n(t) , (6.1)

where as before, x(t) ∈ |C M×1 is the data vector received by the array of M antennas
at time instant t , A = [a(1) · · · a(d)] is the mixing matrix comprised of the signature
vectors a(i) for sources i = 1 , · · · , d. zτ (t) = [z(1)(t − τ (1)) , · · · , z(d)(t − τ (d))]T

contains the data packets of all d users where each is shifted over τ (i) with respect to
the beginning of the analysis window. Here, (i) stands for the i-th user. In general, τ (i)

has a non-integer value. The transmitted symbol of the i-th user at time t is defined as
z(i)(t) =

√

c(i)(t)ejφ(i)(t) where ejφ(i)(t) stands for a constant modulus data signal
while c(i)(t) = 1 ± ε(i)(t) is the known modulation code of the i-th user at time
instant t. Define the vector φ(t) = [φ(1)(t) , · · · , φ(d)(t)]T as the collection of the
phase rotations of all users at time t. n(t) is a column vector of size M representing
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additive white Gaussian noise with covariance matrix Rnn = σ2I. After sampling,
our model becomes

xk = Azk + nk , k = 1, . . . , N (6.2)

where xk = x(kT/P ) , zk = zτ (kT/P ) and nk = n(kT/P ) with T and P repre-
senting the signal interval and oversampling rate, respectively. Typically P = 2. The
number of symbols is Ns. After the oversampling the number of samples becomes
N = PNs.

Note that although zk is a function of τ = [τ (1) , · · · , τ (d)], we omit it in the
notation for simplicity reasons. Further we define

φk =






φ(1)(kT/P )
...

φ(d)(kT/P )




 ,

ck =






c(1)(kT/P )
...

c(d)(kT/P )




 ,

and zk = f(ck , φk) as

zk =







z
(1)
k
...

z
(d)
k







=







c
(1)
k ejφ

(1)
k

...
c
(d)
k ejφ

(d)
k







6.2 Deterministic Cramer-Rao bound for blind packet
offset estimation

The CRB specifies a lower bound on the variance of any unbiased estimator for τ .
For simplicity, we assume that the data φk and the mixing matrix A are deterministic
rather than stochastic. Hence the only random variables are the noise samples, whereas
the unknown parameters are A, the packet delays τ (i) of all i = 1, . . . , d users and
φk.

6.2.1 Likelihood function

Based on the model and assuming N received samples collected in a matrix X, we
can derive the likelihood function. For deterministic Known Modulus (KM) signals
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(known modulation code ck) in white Gaussian noise, the likelihood function is given
by

L(X|σ2,Φ, a, τ ) =
1

(πσ2)MN
exp

{

− 1

σ2

N∑

k=1

(xk −Azk)
H
(xk −Azk)

}

, (6.3)

where the real valued parameter vectors are

φ =
[
φT

1 , . . . , φT
N

]T

(6.4)

and we define
a :=

[

ā(1)T , ã(1)T , · · · , ā(d)T , ã(d)T
]T

, (6.5)

where a stacks vertically the real and the imaginary parts of signatures vectors of
i = 1, · · · , d users, ā(i) = Re(a(i)) and ã(i) = Im(a(i)), respectively. Note that
this notation differs from the one used up to this point where ā denoted the complex
conjugate of a vector. As described in [54] the noise as a parameter can be observed
separately from other parameters. For this reason we can neglect σ2 as a parameter in
(6.3). Let L(X|φ, a, τ ) = ln L(X|φ, a, τ ). After omitting constants we obtain the
log-likelihood function as

L(X|φ, a, τ ) = − 1

σ2

N∑

k=1

‖xk −Azk‖2 . (6.6)

6.2.2 Cramer-Rao Bound

The derivation of the CRB from the log-likelihood function is similar as in [54]. The
CRB is determined by the main diagonal of the inverse of the Fisher Information
Matrix (FIM). In turn, the FIM specifies the “sensitivity” of the log-likelihood function
to changes in the parameters,

FN = E

{
∂L
∂ρ

· (∂L
∂ρ

)T

}

where N is the number of samples, E{·} represents expectation and ρ is a real valued
vector which collects all parameters,

ρ = [φ
T
, a

T
, τ

T
]
T

.

For the case we have, this can be worked out in closed form similar as in [55]. Partition
the FIM as

FN =

[
F11 F12

F21 F22

]

(6.7)
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where the partitioning follows the partitioning of ρ into φ followed by [aT , τT]T.
Then

F11 =






H1 0
. . .

0 HN




 , (6.8)

F21 =















∆̄
(1)
1 · · · ∆̄

(1)
N

∆̃
(1)
1 · · · ∆̃

(1)
N

...
...

∆̄
(d)
1 · · · ∆̄

(d)
N

∆̃
(d)
1 · · · ∆̃

(d)
N

E1 · · · EN















, (6.9)

where the partitioning follows [aT
τ

T]T. Further we define

F22 =


















Γ̄(1) −Γ̃(1) 0 0 0 0

Γ̃(1) Γ̄(1) 0 0 0 0

0 0
. . . 0 0

0 0
. . . 0 0

0 0 0 0 Γ̄(d) −Γ̃(d)

0 0 0 0 Γ̃(d) Γ̄(d)

Λ̄(1)T

Λ̃(1)T

...

...
Λ̄(d)T

Λ̃(d)T

Λ̄(1) Λ̃(1) · · · · · · Λ̄(d) Λ̃(d) Υ


















, (6.10)

and F12 = F
T

21. The notation in the FIM matrix is such that the upper index (in
braces) determines the user while the lower index stands for the discrete time instant.
The elements of the FIM become (for the detailed derivation see Appendix at the end
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of this Chapter, i.e., Section 6.5)

Hk := E
{

∂L
∂φk

( ∂L
∂φk

)T

}

= 2
σ2 Re(QH

kA
H
AQk)

∆̄
(i)
k := E

{
∂L

∂ā(i) (
∂L
∂φk

)T

}

= − 2
σ2 Im(z

(i)∗
k AQk)

∆̃
(i)
k := E

{
∂L

∂ã(i) (
∂L
∂φk

)T

}

= 2
σ2 Re(z

(i)∗
k AQk)

Ek := E
{

∂L
∂τ

( ∂L
∂φk

)T
}

= − 2
σ2 Im(ZH

k A
H
AQk)

Γ̄(i) := E
{

∂L
∂ā(i) (

∂L
∂ā(i) )

T
}

= 2
σ2

∑N
k=1 Re(|z(i)

k |2I)

Γ̃(i) := E
{

∂L
∂ā(i) (

∂L
∂ã(i) )

T
}

= 2
σ2

∑N
k=1 Im(|z(i)

k |2I)

Λ̄(i) := E
{

∂L
∂τ

( ∂L
∂ā(i) )

T
}

= 2
σ2

∑N
k=1 Re(ZH

k A
Hz

(i)
k )

Λ̃(i) := E
{

∂L
∂τ

( ∂L
∂ã(i) )

T
}

= − 2
σ2

∑N
k=1 Im(ZH

k A
Hz

(i)
k )

Υ := E
{

∂L
∂τ

(∂L
∂τ

)T
}

= 2
σ2

∑N
k=1 Re(ZH

k A
H
AZk) .

Here ∗ stands for the complex conjugate. The matrix Zk is constructed as

Zk = diag([
∂z(1)(kT/P − τ(1))

∂τ(1)
, · · · ,

∂z(d)(kT/P − τ(d))

∂τ(d)
])

and Qk := diag(zk). The detailed derivation of the elements of the FIM is pre-
sented in the Appendix at the end of this Chapter (Section 6.5). To give closed-form
expressions for the inverse of the FIM, we use the following general result for block-
partitioned matrices (which can be easily derived by inverting an LDU factorization).
Let

[
Ξ11 Ξ12

Ξ21 Ξ22

]

=

[
∑N

k=1 ∆kH
−1
k ∆T

k

∑N
k=1 ∆kH

−1
k ET

k∑N
k=1 EkH

−1
k ∆T

k

∑N
k=1 EkH

−1
k ET

k

]

,

where ∆k = [∆̄
(1)T
k ∆̃

(1)T
k , · · · , ∆̄(d)T

k ∆̃
(d)T
k ]T is of size 2Md × d and let

Ψ =

[
Γ ΛT

Λ Υ

]

−
[

Ξ11 Ξ12

Ξ21 Ξ22

]

, (6.11)

where Γ ,Λ ,Υ are the corresponding blocks of the F22 matrix. The CRB on the
parameters is given by the diagonal elements of F−1

N . Using the partitioned matrix in-
version formula on Ψ−1, the CRB for parameter τ is given by CRB(τ ) = (Ψ−1)22 ,
i.e.,

CRB(τ ) = diag
[
(Υ −Ξ22) − (Λ−Ξ21)(Γ −Ξ11)

−1(ΛT −Ξ12)
]−1

. (6.12)
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6.3 Deterministic Cramer-Rao bound for training
based packet offset estimates

6.3.1 Cramer-Rao Bound

In the previous section we derived the Cramer-Rao bound for the case in which only
the modulus variations were known while the CM data symbols were considered un-
known. In this section we derive the CRB of the estimates of τ where all the CM data
symbols and the superimposed training within a data packet are known and are used
for synchronization. This will provide a lower bound on the variance of the training
based packet offset estimates. Note that in the previous section only the modulus vari-
ations were known while data symbols are considered unknown. Again we discuss
the deterministic CRB where noise samples are random variables while the unknowns
are delays τ (i) for all i = 1 , · · · , d users and matrix A.

If we write the model (6.2) in matrix form as X
H = Z

H

τ A
H + N

H where τ is
the unknown parameter vector that has to be estimated, then this is of the form X =
AθS + N as described in direction finding literature [54, 56]. Here Zτ is the stack
of zk for all k = 1 , · · · , N . Taking the results from these papers and making the
substitutions Aθ → Z

H

τ , S → A
H, d

dθA → d
dτ

Z
H

τ , we obtain that the CRB of the
parameter vector τ is given by

CRB(τ ) =
σ2

2

{
M∑

i=1

Re[QiD
H
[IN − Z

H
(ZZ

H
)−1Z]DQ

H

i ]

}−1

,

where A = [aij ] , Qi = diag([ai1 , · · · , aid]), and D is a matrix containing deriva-
tives, as follows. Define a row vector ż(i) of size N as

ż(i) =
∂z(i)(kT/P − τ (i))

∂τ (i)
.

Matrix D now becomes

D = [ż(1)H , · · · , ż(d)H ] : N × d . (6.13)

6.3.2 Training based packet offset estimation algorithm

In the training based approach the whole packet of the transmitted data is assumed
to be known at the receiver and is used in the estimation of the beginning of the
upcoming packet carrying useful data information. The principle is similar to the
blind synchronization scheme presented in Section 5.1.2 but now instead of using the
matrix P (defined in (4.6)) we work directly on the matrix of the received data X. We
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start from the data model XT = Z
T
A

T +N
T. The training data of the user of interest

within the analysis window can be modeled as

z̃τ = [0, · · · , 0
︸ ︷︷ ︸

τ

, z
(1)
1 , · · · , z(1)

L , 0, · · · , 0
︸ ︷︷ ︸

N−L−τ

]T

and corresponds to a column of the Z
T matrix. As in the Section 5.1 we come to

Fz̃τ = Fz̃0 � ϕτ where Fz̃0 = Fz̃τ=0 := g. We now perform the decorrelation
by the known vector g obtaining X̃

T = (diag(g))−1FX
T = (diag(g))−1X

T

f . Note
that ϕτ is in the column span of X̃

T and has a shift invariant structure. Performing
a MUSIC-like search we obtain an estimate of the packet offset by maximizing the
expression

τ̂ = argmax
τ

‖ϕH

τ X̃
T‖2 .

6.4 Simulations

To validate the derivation of the CRB for the packet offset estimates we performed
a simulation where we considered the d = 2 user case with non-integer delays
[τ(1) τ(1)] = [17.65 35.92]. The signal period T is normalized to T = 1. Both
sources are CM where the information is inserted in the phase rotation by means of
minimum shift keying (MSK). The code modulus variation is ε = 0.4, the data packet
is of size Ls = 64 symbols, the analysis window is N = 2PLs wide where P = 2 is
the oversampling rate. In the training based approach all Ls = 64 symbols are used as
training. In the simulation plots we present the Cramer-Rao Bound for the estimates of
packet offset for both training based (solid-circle line) and blind i.e., Known Modulus
(dashed line) approach. Solid and solid-asterisk lines show the standard deviation for
the estimates of τ obtained using the algorithms proposed in Sections 5.2 and 6.3.2,
respectively. The size of the data packets is kept equal for all simulation runs.

From the simulation plot in figure 6.2 we note that the training based packet de-
lay estimates have a much lower CRB than the case where the ’color code’ is used
for synchronization. However, the efficiency of the latter scheme is higher as it does
not possess the training overhead, i.e., the user code is superimposed over the data
sequence. At this point we have to note that our joint blind synchronization and beam-
former estimation scheme provides offset estimates that do not reach the Cramer-Rao
bound but that are sufficient for a reliable data recovery (see figure 5.7).

In figure 6.3 we present the square root of the estimated Cramer-Rao bound for
both blind and training based algorithms for the estimation of the packet offset delay
τ . The modulation level is varied in the range ε = [0.2 0.3 0.4 0.5]. In the blind
estimation case we see that the CRB gets lower for cases in which the code has a larger
modulation level. In the case where training is used we can note that the modulation
level does not affect the CRB.
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Figure 6.2: The square root of the CRB for blind and training based packet offset
estimates and the standard deviation of the estimates of τ obtained using blind and
training based algorithms

From the simulations performed we have learned that the training based packet off-
set estimation scheme provides estimates with smaller deviation. The training based
offset estimates reach the Cramer-Rao bound while that is not the case for the KMA
approach (figure 6.2). This is explained by the fact that the KMA performs a kind of
’squaring’ of the received data samples as in (4.6). This step enhances the noise and
thus increases the deviation of the estimates. However, the BER performance of the
jointly estimated beamformer (figure 5.7) has only 3dB worse performance than the
MMSE receiver. The advantage of the blind synchronization scheme is its efficiency
as no data symbols are used for the training overhead.

6.5 Appendix–Derivation of the FIM

In this section we present detailed derivation of the elements of the Fisher Information
Matrix (FIM) introduced in Section 6.2.2. Assumptions we make in the derivation of
the CRB considering the AWG noise vector nk are:

1. E(nk) = 0,

2. E(nkn
T

k) = 0,
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Figure 6.3: The square root of the CRB for blind and training based packet offset
estimates involving different modulation levels ε = [0.2 0.3 0.4 0.5]. Dashed and
solid lines correspond to the blind and training based synchronization schemes.

3. E(nkn
H

k ) = σ2I,

4. E(nkn
H

p ) = E(nkn
T

p ) = 0 for k 6= p, i.e., the noise vectors are uncorrelated.

The following properties of the complex vector (x,y) multiplication are used in the
computation [54]

Re(x)Re(yT) = 1
2 [Re(xy

T) + Re(xy
H)]

Im(x)Im(yT) = − 1
2 [Re(xy

T) − Re(xy
H)]

Re(x)Im(yT) = 1
2 [Im(xy

T) − Im(xy
H)]

Now we start taking derivatives of the log-likelihood function with respect to all pa-
rameters (φ, a, τ ). First we consider the derivative of log-likelihood function L with
respect to the data vector at time instant k , i.e., φk

∂L
∂φk

=
∂z̄k

∂φk

∂L
∂z̄k

+
∂z̃k

∂φk

∂L
∂z̃k

,

where
∂L
∂z̄k

=
1

σ2
(A

H
nk + A

T
n∗

k) =
2

σ2
Re(A

H
nk) ,
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∂L
∂z̃k

=
1

σ2
(−jA

H
nk + jA

T
n∗

k) =
2

σ2
Im(A

H
nk) ,

and z̄k := Re(zk), z̃k := Im(zk) and j :=
√
−1.

Further,
∂z̄k

∂φk
= diag[−c

(1)
k sin(φ

(1)
k ) , · · · , −c

(d)
k sin(φ

(d)
k )] = −Im(Qk) ,

∂z̃k

∂φk
= diag[c

(1)
k cos(φ

(1)
k ) , · · · , c

(d)
k cosφ

(d)
k ] = Re(Qk) .

Finally we obtain:
∂L
∂φk

= − 2
σ2 Im(Qk)Re(AH

nk) + 2
σ2 Re(Qk)Im(AH

nk)

= 2
σ2 Im(QH

kA
H
nk)

Now we define elements of the matrix F11 via

Hkp := E
{

∂L
∂φk

( ∂L
∂φp

)T

}

= 4
σ4 E

{

Im(QH
k A

H
nk)

[
Im(QH

p A
H
np)

]T
}

=

= 4
σ4

1
2E

{
Re(QH

k A
H
nkn

H
p AQp)

}

= 2
σ2 Re(QH

kA
H
AQk)δk,p ,

where δk,p is a Kronecker delta defined as

δk,p =

{
1 if k = p
0 if k 6= p

.

The block matrix comprised of Hkp matrices is a diagonal matrix thus the structure of
F11 presented in (6.8) follows from this property. Note that it may happen that some
of the matrices on the main diagonal of F11, i.e., Hkk could be zero, thus prevent the
inversion of the Fisher information matrix. This arises from the fact that the analysis
window is larger than the data packet, allowing some of the samples to be zero. The
problem of the singularity of the FIM is solved by cancelling the columns and rows
corresponding to zero diagonal elements of F11 leading to a ’constrained CRB’ which
is still a bound on the remaining parameters [57].

The derivative of the log-likelihood function with respect to τ (i) for each user
i = 1 , . . . , d is

∂L
∂τ (i) = 1

σ2

∑N
k=1

{

(a(i)z
(i)′

k )H
nk + nH

k a(i)z
(i)′

k

}

= 2
σ2

∑N
k=1 Re(z

(i)′∗
k a(i)Hnk)

where z
(i)′

k = ∂z(i)(kT/P−τ(i))
∂τ(i) . Using the notation introduced in 6.2.2 yields

∂L
∂τ

=
2

σ2

N∑

k=1

Re(ZH

k A
H
nk) ,
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and
Υ := E

{
∂L
∂τ

(∂L
∂τ

)T
}

= 4
σ4 E

{
∑N

k=1 Re(ZH

k A
H
nk)

∑N
p=1 Re(ZH

p A
H
np)

T

}

= 4
σ4 E

{
∑N

k=1

∑N
p=1 Re[ZH

k A
H
nknpAZp]

}

= 2
σ2

∑N
k=1 Re(ZH

k A
H
AZk)

The derivatives of L with respect to the real and imaginary part of the steering vector
a are respectively

∂L
∂ā(i)

=
1

σ2

N∑

k=1

{

z
(i)∗
k nk + z

(i)
k n∗

k

}

=
2

σ2

N∑

k=1

Re[z
(i)∗
k nk] ,

∂L
∂ã(i)

= − 1

σ2

N∑

k=1

{

jz
(i)∗
k nk − jz

(i)
k n∗

k

}

=
2

σ2

N∑

k=1

Im[z
(i)∗
k nk] .

Note the fact that

Γ̄(ij) := E
{

∂L
∂ā(i) (

∂L
∂ā(j) )

T
}

= 4
σ4 E

{
∑N

k=1 Re(z
(i)∗
k nk)(

∑N
p=1 Re(z

(j)∗
p np))

T

}

= 0

because E(z
(i)
k z

(j)
k ) = 0. This property arises from the fact that the data symbols of

two users i and j are uncorrelated. The same is valid for Γ̃(ij), i.e., Γ̃(ij) = 0. For
this reason we concentrate only on the case i = j, i.e., Γ̄(i) and Γ̃(i) respectively:

Γ̄(i) := E
{

∂L
∂ā(i) (

∂L
∂ā(i) )

T
}

= 4
σ4 E

{
∑N

k=1 Re(z
(i)∗
k nk)(

∑N
p=1 Re(z

(i)∗
p np))

T

}

= 2
σ2

∑N
k=1 Re(|z(i)

k |2I)
= E

{
∂L

∂ã(i) (
∂L

∂ã(i) )
T
}

Γ̃(i) := E
{

∂L
∂ã(i) (

∂L
∂ā(i) )

T
}

= 4
σ4 E

{
∑N

k=1 Im(z
(i)∗
k nk)(

∑N
p=1 Re(z

(i)∗
p np))

T

}

= − 2
σ2

∑N
k=1 Im(|z(i)

k |2I)
= −E

{
∂L

∂ā(i) (
∂L

∂ã(i) )
T
}

Note that Γ̃(i) is a zero M × M matrix because Im(|z(i)
k |2) = 0. The off-diagonal

elements of the FIM matrix obtained as cross product of the derivatives of L with
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respect to different parameters are derived as

Ek := E
{

∂L
∂τ

( ∂L
∂φp

)T
}

= 4
σ4 E

{
∑N

k=1 Re(ZH

k A
H
nk)(Im(QH

pA
H
np))

T

}

= − 2
σ2 Im(ZH

k A
H
AQk)

∆̄
(i)
k := E

{
∂L

∂ā(i) (
∂L
∂φk

)T

}

= 4
σ4 E

{
∑N

k=1 Re(z
(i)∗
k nk)Im(QH

p A
H
np)

T

}

= − 2
σ2 Im(z

(i)∗
k AQk)

∆̃
(i)
k := E

{
∂L

∂ã(i) (
∂L
∂φk

)T

}

= 4
σ4 E

{
∑N

k=1 Im(z
(i)∗
k nk)Im(QH

p A
H
np)

T

}

= 2
σ2 Re(z

(i)∗
k AQk)

Λ̄(i) := E
{

∂L
∂τ

( ∂L
∂ā(i) )

T
}

= 4
σ4 E

{
∑N

k=1 Re(ZH

k A
H
nk)

∑N
p=1 Re(z

(i)∗
p np)

T

}

= 2
σ2

∑N
k=1 Re(ZH

k A
Hz

(i)
k )

Λ̃(i) := E
{

∂L
∂τ

( ∂L
∂ã(i) )

T
}

= 4
σ4 E

{
∑N

k=1 Re(ZH

k A
H
nk)

∑N
p=1 Im(z

(i)∗
p np)

T

}

= − 2
σ2

∑N
k=1 Im(ZH

k A
Hz

(i)
k )

To give a closed-form expression for the inverse of the FIM, we use the following
general result for block-partitioned matrices (which can be easily derived by inverting
an LDU factorization):

[
F11 F12

F21 F22

]−1

=

[
I −F−1

11 F12

0 I

][
F−1

11

(F22 − F21F
−1
11 F12)

−1

] [
I 0

−F21F
−1
11 I

]

.

Thus let
[

Ξ11 Ξ12

Ξ21 Ξ22

]

:=

= F21F
−1
11 F12 =

[
∑N

k=1 ∆kH
−1
k ∆T

k

∑N
k=1 ∆kH

−1
k ET

k∑N
k=1 EkH

−1
k ∆T

k

∑N
k=1 EkH

−1
k ET
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The CRB on the parameters is given by the diagonal elements of F−1
N . Using the

partitioned matrix inversion formula again on (6.14), the CRB for parameters a and τ

follows as
CRBN (a) = diag(Ψ−1)11

= diag
[
(Γ −Ξ11) − (ΛT −Ξ12)(Υ −Ξ22)

−1(Λ −Ξ21)
]−1

,

and
CRBN (τ ) = diag(Ψ−1)22

= diag
[
(Υ −Ξ22) − (Λ−Ξ21)(Γ −Ξ11)

−1(ΛT −Ξ12)
]−1

.



83

Similarly, the bound on the estimation variance of the signal phases follows as

CRBN (φk) = diag
{

H−1
k

[

I + [∆T
k ET

k ]Ψ−1

[
∆k

Ek

]

H−1
k

]}

.
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Chapter 7

Experimental results and
conclusions

7.1 TUDelft MIMO experimental platform

We illustrate the performance of AKMA on realistic channels using a MIMO testbed.
The experimental MIMO platform ”MURX” developed at TU Delft by Gerrard
Janssen consists of three transmit and four receive antennas. MURX is not a real-time
processing system but modulates, transmits and receives data frames that are stored
for offline processing. The structure of the transceiver is presented in figure 7.1.

Data frames generated in Matlab are transferred to DACs with 10 bit resolution and
then modulated to RF at a carrier of 813 MHz. On the receiver side the signal is down-
modulated to baseband (25 MHz bandwidth), sampled at a rate of 50 MSPS (mega
samples per second) with an accuracy of 10 bits and stored in memory for offline
processing. Frequency up and down converters are coupled with each other and run
on one central oscillator (813 MHz). This reduces the frequency deviation and phase
errors to a minimum. On the other hand this is the point where the experimental setup
differs from real-life as the cases with residual carriers are not taken into account.
Transmit as well as receive antennas are placed on a movable platform which allows
different propagation environments to be studied.

7.1.1 Structure of transmitted data bursts

Constant modulus (QPSK) data symbols sq
k of user q = 1, · · · , d are modulated by a

small known modulus amplitude modulation producing z
(q)
k . Although MURX sup-
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Figure 7.2: Structure of transmitted data frame.

ports higher data rates the symbols are transmitted at a rate of 1MSPS by extending
each symbol using a rectangular pulse shape consisting of 50 chips. This time do-
main “extension” is used for all transmitted symbols. The structure of the transmitted
frame is presented in figure 7.2, where each row in figure 7.2 determines one user.
Blank blocks (no data) of length 60 symbols at the beginning, in the middle and at the
end of the transmitted frame are used in the estimation of the noise covariance matrix
Rn. Good estimation of Rn is important because it is used in the prewhitening step
(7.1) shown later. Block TS contains training sequences used in the estimation of the
array response matrix A as in (7.2). Each dark-colored training segment represents
100 QPSK symbols while in the blank parts zeros are transmitted. In a data block

all three users transmit their data synchronously. The first data block has unit average
power while the average power of each following block is decreased with 5dB so that
we achieve a range of SNRs for the same channel realization. Altogether there will be
eight data blocks. Every data block consists of five random data packets whose lengths
are 50 symbols each. All Mean Square Error results are obtained after averaging over
these five data packets. The sampling frequency at the receiver and transmitter side is
the same. The receiver samples at 50 MSPS, and averages over blocks of 50 samples
to reduce the sampling rate to the symbol rate (this implements a matched filter over
the rectangular pulse). This choice is made to avoid the crosstalk of oscillator signals
at 25MHz. In addition we want to obtain a narrowband model that is achieved for
the propagation delays lower than 100ns. To achieve this the bandwidth of the signal
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needs to be lower than 10MHz. The resulting samples are collected in the data matrix
X.

7.1.2 Data model in the experiment

The experiment took place in a typical TU Delft office (4 × 6m). Considering the
carrier frequency, bandwidth, duration of the transmitted frame (around 2ms), as well
as the size of the office itself, it is reasonable to model the channel as instantaneous
and stationary over the frame. The general data model used throughout the experiment
was

X = AZ + N ,

where X : M × N represents N received data samples on the antenna array of M
elements. A : M×d denotes array signature matrix for d sources, Z : d×N denotes d
CM transmitted data sequences over which the known modulus code is superimposed
and N : M × N collects the noise samples at the antenna array.

Initially we have estimated the noise covariance matrix Rn from the blocks de-
noted by ”blanked” (see figure 7.2) that do not carry any data. From the estimate of
Rn we observed that the noise is not white, i.e., R̂n 6= σ2

nI. Recall that the rank
detection using the eigenvalues of the data covariance matrix (or the SVD of X) is
only valid if the noise is white. Thus, a prewhitening step is performed, such that

R̂
− 1

2
n X = (R̂

− 1
2

n A)Z + R̂
− 1

2
n N ⇔ X = AZ + N . (7.1)

After this step our model fits the model defined in (4.3) and the processing steps in
the source separation algorithms proposed in chapter 4 are followed (we drop the un-
derscore from the notation for simplicity). The ”true” values of each of the d columns
of the A matrix after prewhitening are estimated based on the corresponding non-
overlapping training sequences as

Aest = XTSZ
†
TS (7.2)

where XTS and ZTS represent the received and transmitted data, respectively in the
regions that contain the training only (dark blocks in figure 7.2).

Experimental performance

The performance of the KMA algorithm is determined by the computation of the out-
put SINR,

SINR = 10 log(
Ps

Pin
) = 10 log(

w
H
Aestσ

2
sA

H

estw

wH(Aestσ2
sA

H

est − aest,jσ2
sa

H

est,j + σ2
nI)w

)

(7.3)where σ2
s , σ2

n denote the power of the transmitted signal and the noise power, respec-
tively. A column vector of M elements aest,j denotes the jth column of the estimate
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of the mixing matrix Aest. Ps and Pin stands for the power of the user of interest and
interference plus noise power, respectively. The Signal to Interference Ratio (SIR) is
defined as power of the signal of interest (Ps) divided by the sum of all the other users’
powers (Pi) at the output of the receiver

SIR = 10 log(
Ps

Pi
) = 10 log(

a
H

est,jaest,j
∑d

i=1,i6=j aH

est,iaest,i

) .

Figures 7.3 (a) and 7.3 (b) present the SINR of users 1 and 2 after beamforming,
respectively. The algorithms which are tested are the KMA described in figure 4.4
followed by alternating projections described in (4.4). Note that the performance of
the KMA beamformer is close to that of the MMSE beamformer. In fact the Matlab
simulations presented in figure 4.5 are remarkably similar to the experimental results
for the SINR after beamforming presented in figure 7.3.

Another algorithm performance indicator is the output Mean Squared Error, com-
puted as MSE(q) = 1

N ‖sq − ŝq‖2
F , where ŝq is the estimated data vector (1 × N )

of user q at the output of the beamformer. The advantage of this criterion is that it
does not depend on the estimated spatial signature matrix. Figures 7.4 (a) and 7.4 (b)
show that the MSE is decreasing as the input SNR decreases, with an error floor at
higher SNRs. The third user turned out to have SIR = −16dB, and was to weak
to be extracted using this experimental set-up (10 bit accuracy, or 1024 levels, is too
small to detect the small amplitude variations in a signal with small power). The low
resolution of the ADCs is also responsible for the saturation of the output SINR and
MSE for higher input SNR.
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Figure 7.3: Beamformer performance (experimental): (a) SINR of user 1 after beam-
forming; (b) SINR of user 2 after beamforming.
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7.2 Concluding remarks

In the first part of the thesis, we considered an ad hoc network where users are un-
synchronized and send packets randomly. An antenna array is used by the receiver
to focus on the user of interest and suppress unwanted interfering packets. We intro-
duced the KMA algorithms to jointly estimate the timing offset and separating beam-
former of the packet of a user of interest. The scheme instantaneously provides high
resolution packet offset estimates by processing the block of data in the frequency
domain. The algorithm recognizes the user of interest from his ‘color code’, an am-
plitude modulation of the constant modulus data signal. This color code does not
increase the bandwidth of the signal, and the amplitude modulation can be small (e.g.,
25% or 1 dB) if the packet length is sufficiently large (e.g., 50 symbols). The com-
plexity of our joint synchronization and detection scheme is reduced compared to the
existing superimposed training schemes as the exhaustive search for the packet offset
is avoided.

An advantage of the scheme is that it can be used as an upgrade to existing WLAN
services or ad hoc networks (provided they use constant modulus signals). A transmit-
ter employing a color code will have an advantageous reception at a KMA receiver,
but will also be compatible with legacy receivers since the modulation index is small
(around the noise level for sufficiently large packets). The algorithms can tolerate
frequency-hopping schemes, since non-stationary interfering signals i.e., randomly
appearing packets are admitted.

Some open issues are the following. The algorithm assumed flat-fading channels.
It may be extended to OFDM systems, but we did not investigate this. We rather
focused on the development of a joint packet offset estimation and detection scheme–
a topic not considered by other researchers up to this moment. Another issue is that
the ESPRIT-based timing estimators do not have so good performance and are rather
complicated. Further, the algorithm that we propose varies the modulus of the CM
signal. In this manner symbols with the reduced modulus are more susceptible to
errors than the symbols with the increased modulus. However, from figure 5.5 we can
see that the BER of our joint synchronization and detection scheme deviates only 3dB
from the training based scheme without the variation of symbols’ modulus.
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Part II

Ultra Wideband Systems
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Chapter 8

Ultra Wideband
Communication Systems

In the first part of the thesis we have developed a narrowband multiple-access synchro-
nization and detection scheme able to resolve the packet collision and retransmission
problem in ad hoc networks. This is achieved by deployment of an antenna array at the
receiver side. In contrast to this approach, in Part II we consider a broadband commu-
nication system that can accommodate a large number of simultaneously active users
due to its extreme bandwidth. Each user is assigned a code that spreads the signal
to a very low power level. This enables the coexistence of such a broadband system
with existing narrrowband systems. In this part we will develop a synchronization and
detection scheme for such a broadband system.

8.1 Ultra wideband systems

Ultra wideband (UWB) system is any broadband system which bandwidth exceeds
500MHz. For its great bandwidth UWB has recently generated interest as a candidate
of a system that can provide high data rate communications (up to 100Mbps) on short
distances (order of 10m). The original idea was to define an extremely wide frequency
band for unlicensed transmission. To provide the coexistence with already deployed
narrowband systems UWB systems need to transmit at extremely low power levels.
This issue was first regulated by the Federal Communications Commition (FCC) in
the United States. On February 14, 2002 FCC approved a spectral mask for operation
of UWB devices. The major part of it lies between 3.1 and 10.6GHz with allowed ef-
fective isotropically radiated power (EIRP) of −41.3 dBm/MHz (see figure 8.1). The
decision of the European Communication Commission (ECC) regarding the spectral
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Figure 8.1: The spectral mask for UWB communication systems defined by the FCC
in the USA.

management dated on 24.03.2006 has kept even lower levels below the 4.8GHz for
devices using Ultra-Wideband (UWB) technology (figure 8.2).

With respect to the communication techniques applicable in UWB systems two
main directions can be distinguished. The first approach is known as Impulse-Radio
(IR) and it is based on the transmission of extremely short pulses (shorter than a ns).
Such short pulses cover the complete UWB spectrum. The activities of industrial
organizations and academia in the field of IR-UWB resulted in the IEEE 802.15.4a
UWB standard.

The second approach supported by the Multiband OFDM Alliance (MBOA) com-
bines the OFDM modulation technique with a multiband approach [58, 59]. The
7.5GHz band is divided into the subbands of approximately 500MHz that is further di-
vided into a number of simultaneously transmitted sub-carriers. In addition, a hopping
of OFDM symbols across the subbands is deployed in order to enable the coexistence
of multiple users, i.e., reduce the possibility of catastrophic collisions. The develop-
ment of this UWB design technique evolved in a IEEE 802.15.3a standard.

One of the biggest advantages of the IR-UWB systems is that the transceiver de-
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Figure 8.2: The actual proposal for the spectral management of UWB systems in
Europe.
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sign is much simpler than in the case of MBOA. Nevertheless, the large bandwidth or
short pulse duration introduces a large number of signal processing issues and chal-
lenges such as synchronization, channel and symbol estimation, noise and narrowband
interference suppression [60, 61]. In our further work we will focus our attention only
to the IR-UWB systems.

8.2 Impulse radio UWB

Classical transceiver schemes use the data signal to modulate a carrier, i.e., the spec-
trum of the data sequence is shifted from baseband to a higher carrier frequency. In
contrast, in IR-UWB systems a carrier-less approach is employed. The information is
conveyed by modulation of temporal pulses of extremely short duration — less than
a nanosecond. As a consequence, the spectrum of a UWB signal covers an extremely
large frequency band. To allow coexistence with already deployed narrowband com-
munication systems such as GSM, GPS and WLAN, the energy of the emitted UWB
pulses needs to be very low as indicated in figure 8.3.

From the circuit design aspect generation of the pulses is a relatively low complex-
ity and low power consuming operation [62] and therefore facilitates the accomplish-
ment of low cost transmitter devices. All these features make impulse radio attractive
for high data rate, short distance, multi-user Wireless Local Area Networks (WLANs)
and Personal Area Networks (PANs).

Propagation of temporally narrow pulses (order of ns), also known as monocycles
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Figure 8.4: The principle of the impulse radio: Information is conveyed by a stream
of pulses of extremely short duration (inferior to a nanosecond).

(see figure 8.4) is affected by a channel impulse response with a large number of de-
lay taps [63] that is much longer than the duration of the pulse itself. As the channel
resolution is inversely proportional to the bandwidth of the signal, differences in path
delays or path lengths of 1ns and 30 cm, respectively, can be resolved [64, 65]. In
figure 8.5 and figure 8.6 two examples of the measured channel impulse responses
(CIR) of UWB system [66, 67] are presented. The shown channel data was collected
in a measurement campaign performed within the AirLink project at Delft Univer-
sity of Technology. The first figure shows the CIR of a non-line of site (NLOS),
corridor-to-office scenario in a typical university building. The latter is an example
of a typical UWB channel in an industrial environment containing a large amount of
metal reflectors. Note that the length of the presented high resolution CIRs is several
hundred times larger than the pulse duration itself. This fact might limit the maximal
achievable data rate in case transceiver is designed such that the spacing between two
consecutive pulses needs to be larger than the length of the CIR.

8.3 Signalling schemes for UWB systems

A monocycle g(t) of duration Tp is considered to be a part of a much longer time
interval defined as a frame of duration Tf . In that manner, the ratio between the pulse
and the frame duration, the so called duty cycle, has a very low value. This design
parameter is introduced in order to reduce the possibility of catastrophic collisions
between a number of active users [68].

One modulation scheme that facilitates coexistence of multiple users in UWB sys-
tems is a Time-Hopping Pulse Position Modulation (TH-PPM) [68]. To avoid colli-
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sured in a typical university building.
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sions due to multiple access, each user is assigned a random time hopping code and
shifts his monocycles within Nf subsequent frames according to it. This leads to a
user specific sequence of pulses gc(t)

gc(t) =

Nf−1
∑

d=0

g(t − dTf − δd) ,

where δd ∈ {D1, D2, ..., DM} determines the position of the monocycle g(t) with
respect to the beginning of the d-th frame and Tp < D1 < D2 < · · · < DM � Tf .
Over the sequence gc(t) coded by a time hopping code, a TH-PPM modulation can
be performed (see figure 8.7) using data symbols sn = {−1, +1} to produce the
broadcasted signal

tx(t) =
∑

n

gc(t − nTs − sn∆) , (8.1)

where Ts = NfTf and ∆ represent the symbol duration and the modulation offset
[68], respectively. To avoid interframe interference the parameters δd and ∆ should
be chosen such that the transmitted pulse after being affected by the channel remains
within the boundaries of a single frame. Note that in a multiuser case different time
hopping patterns δq

d for d = 0, · · ·Nf − 1 are assigned to each of q = 1, · · · , Q users.
One purpose of the time hopping is to avoid spectral lines that would occur if a fixed
interpulse distance is used.

Another modulation scheme varies the polarity i.e., the sign of the monocycles
within the pulse stream in accordance to the binary data sequence (see figure 8.8).
It may be also viewed as a Pulse Amplitude Modulation (PAM) with alphabet sn ∈
{−1, +1}. This approach is very similar to a CDMA modulation, now for pulses with
much lower duty cycle. The transmitted PAM modulated signal now becomes

tx(t) =
∑

n

sngc(t − nTs) , (8.2)

It is also possible to combine the above mentioned coding and modulation schemes
e.g., a time hopping code (THC) and a PAM modulation. In such a case the TH-PPM
sn∆ from (8.1) is considered excessive.

To comply to the prescribed spectral mask, pulses are broadcasted at low power
level. Consequently, to be able to extract the useful information at the receiver side,
some kind of coding gain needs to be introduced. In UWB systems transmission of
pulses of duration Tp is organized as follows. The basic unit is called a frame and
is of length Tf . Depending on the deployed modulation scheme one (coherent) or
two pulses (non-coherent) may be transmitted within a frame [69]. To prevent the
mutual interference of adjacent frames, Tf is chosen such that the nonzero support of
a doublet after the propagation through the channel of length Th remains within the
boundaries of the frame. Simplified, this condition may be written as Tf > Th + Tp

and Tf > Th + 2Tp + max{δd} for coherent and non-coherent systems, respectively.
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Figure 8.7: Time hopping code (THC) moves the monocycle (dark pulse) within
each frame (Nf = 3) in accordance with the user specific time hopping code pat-
tern [δ1, δ2, δ3] = [D2, D1, D3]. Time-hopping pulse position modulation TH-PPM
moves the monocylce to the left (dashed line) and to the right (solid line) for data
symbol sn = −1 and sn = +1, respectively. Modulation offset is depicted by ∆.
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Figure 8.8: Pulse amplitude modulation changes the sign of the monocycle in ac-
cordance with data symbol. Dark and dashed line pulse correspond to the symbols
sn = +1 and sn = −1, respectively. In the figure, next to the PAM a time hopping
code is deployed.
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Here max{δd} = DM represents the maximal spacing between two pulses of the
transmitted doublets, see (8.3). To obtain a certain coding gain, a frame may be re-
peated several times to create a chip of duration Tc. Finally, several chips form a data
symbol.

8.4 Synchronization issues and transceiver design

Two problems faced in UWB communication systems are the burst-like nature of
transmissions and the sharing of the spectrum among own-system interferers and nar-
rowband interferers. In ad-hoc communication systems, data packets are transmitted
asynchronously, and it is of great importance to estimate the beginning of the data
packet of interest in order to be able to perform subsequent symbol estimation. Most of
the proposed signalling schemes exploit a combination of amplitude and time-hopping
codes, where information is being transmitted in individual data packets that have a
random time offset. The offset estimation needs to be performed prior to any symbol
estimation and therefore it is of crucial importance in UWB systems to develop high
resolution, efficient synchronization schemes.

To be able to detect the signal of interest, different transceiver modulation and
coding schemes put different demands on the level of the synchronization. Several
levels can be defined according to the synchronization accuracy, namely pulse-, frame-
, chip- and symbol-level synchronization, where the synchronization error is in the
order of a fraction of Tp, Tf , Tc and Ts, respectively. In subsequent two sections we
analyze two different kind of receivers (correlation and autocorrelation receivers) and
how they treat the synchronization issues.

8.4.1 Correlation receiver

The correlation receiver (RAKE receiver) is considered to be the optimal receiver in
case a time hopping modulation scheme is deployed in the presence of noise. For
this kind of receiver, the channel impulse response has to be estimated and convolved
with the known user code to obtain a template. The template is correlated to the
received data to detect the signal. The synchronization may be achieved by performing
an exhaustive search over different delays, averaging over several data symbols and
finally searching for the maximum of the collected energy function. The principle of
the correlation based synchronization process is presented in figure 8.9. Note that the
RAKE receiver is highly susceptible to timing jitter as the synchronization needs to
be achieved on the sub-pulse resolution level.

As the process of estimating, storing and filtering the high resolution channel im-
pulse response/template in an UWB system is highly complex, a number of authors
searched for a way to reduce the computational complexity of the template offset based
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Figure 8.9: The principle of a correlation receiver. Initially the channel impulse re-
sponse needs to be estimated to create a copy of a received pulse i.e., a template.
Discrete points in which the channel is evaluated are defined as channel taps. The
synchronization can be achieved by shifting the template over time (serial search) and
correlating it with the received signal. The maximum of the correlation process is
achieved when the template matches, i.e., becomes aligned with the received data.
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on the serial search approach. The authors in [70] propose to use just a copy of the
transmitted pulse (single tap RAKE receiver) as a template and examine several search
(correlation) patterns in order to exceed an energy trashold and achieve the frame level
synchronization. As shown in [70] a proper choice of the search pattern may reduce
the total number of iterations by two orders of magnitude. However, the performance
of the algorithm is analyzed for large signal to noise ratio, namely SNR = 50 dB. The
presence of a significant amount of noise would considerably increase the complexity
of this approach as substantial iterations would be needed to average out the effects of
the noise in an UWB system.

In [71] Blazquez et al. tend to reduce the complexity of the correlation receiver by
using a rectangular integration (correlation) window instead of the exact replica of the
transmitted pulse to achieve the pulse level synchronization. To relax the computa-
tional burden of the receiver the authors propose to place two consecutive correlations
as far apart as possible with a predetermined probability of detection as the constraint.
In addition, the performance is analyzed for different types of transmitted pulses. As
in [70] the synchronization process is treated as a Markov chain.

An UWB timing acquisition scheme based on the maximum-likelihood approach
is treated in [72]. The proposed algorithm is based on the RAKE receiver and does not
reconstruct the channel delay taps and corresponding gains but rather strive to capture
the energy of the received signal projected onto a reduced number (Lc) of fixed time
locations. Varying the size of Lc the desired trade-off between the complexity and
the synchronization accuracy can be achieved. In this manner the sampling rate may
range from a several samples per frame to several samples per pulse. Accordingly, the
level of the synchronization varies from the frame to the pulse level.

The authors in [73] propose a transceiver scheme that exploit cyclostationarity of
a periodic non-zero mean transmitted sequence for synchronization and subsequent
estimation of the continuous time synchronized aggregate template (SAT). SAT incor-
porates the effects of the transmit filter together with the ISI channel impulse response.
Knowing the SAT demodulation is performed by means of a SAT-correlator. Note that
this algorithm estimates the template in the continuous time so that the long analog
sequences need to be stored for processing. This is however very hard to achieve in
an efficient way. Further, the use of a non-zero mean sequence in the synchronization
process limits the number of users that simultaneously perform the synchronization to
one. In that sense this scheme is applicable only to ad-hoc networks with a centralized
structure, i.e., ones with star or clustered topologies.

All the algorithms presented above exploit the correlation of a template and the
received data in order to achieve synchronization. To generate the template the knowl-
edge of the complete or partial channel impulse response is required. However, the
estimation of a high resolution UWB CIR and the process of collecting its energy leads
to a huge computational complexity and may be time consuming. For this reason cor-
relation receiver is unsuitable for the targeted low power, low cost UWB transceiver
devices.
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8.4.2 Transmit reference UWB (TR-UWB) scheme

A way to relax the synchronization burden and to side-step the estimation of a high
resolution UWB channel is found in the implementation of a Transmit-Reference (TR)
transmission scheme introduced already in 1964 [74] and revived by Hoctor and Tom-
linson in [75, 76]. The idea consists of the transmission of two pulses, one after
another, within a single frame, where the first pulse is used as the reference for the
second pulse that is modulated with a data symbol. The polarity of the second pulse
corresponds to data symbols sn ∈ {−1, +1}. The transmitted signal is modeled as

tx(t) =

Nf−1
∑

d=0

[g(t − dTf ) + sn · g(t − dTf − δd)] .

Note that in this case δd = {D1, D2, · · · , DM} represents the spacing between the ref-
erence and the data modulated pulse. However, the sign of the information pulse may
also be varied within the symbol interval increasing the randomness of the sequence.
For this purpose a CDMA kind of (polarity) code cd ∈ {+1,−1} is introduced leading
to the structure depicted in figure 8.10 and described by the equation

tx(t) =

Nf−1
∑

d=0

[g(t − dTf ) + sn · cd · g(t − dTf − δd)] . (8.3)

Note that both pulses undergo the same multipath channel. At the receiver side
an autocorrelation receiver is deployed in which the reference pulse is delayed and
correlated with the data pulse. By subsequent integration, the energy that is smeared
out by the channel is collected. At this point sampling is performed at a rate much
lower than what is needed for the correlation receiver. With the proposed receiver
design, a part of the complexity is transfered from the digital to the analog domain
making the scheme realistic to implement by the current state of technology. The
effective data rate is reduced up to 50% but the receiver sampling rate and complexity
are highly reduced because the correlation and integration steps are done in the analog
part of the receiver.

Even if TR-UWB system is suboptimal compared to the matched filter approach,
due to its low complexity it is considered practical to be used in UWB systems. The
main advantage is that the estimation of the channel impulse response is avoided by
simultaneous transmission of a reference and information pulse. For the autocorrela-
tion receivers used in the TR-UWB systems chip level synchronization (CLS) proved
to be sufficient to achieve acceptable BER performance. Being synchronized to the
chip level allows for improvements in the signal detection by further splitting of the
chip intervals at the integrators output into the amplitude or time sections [77]. In
this manner, and due to a low duty cycle of UWB systems, the regions within a chip
that contain most of the energy may be allocated in a blind fashion. Accordingly, a
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Figure 8.10: A transmit-reference UWB modulation scheme. Dark pulses represent
the reference for the second (information) pulse within a frame. The time hopping
code (THC) is deployed where the spacing between the two pulses is varied in accor-
dance to a user specific code. In the figure the THC is [δ1, δ2, δ3] = [D3, D1, D2],
where D1 < D2 < D3. In addition, the second pulse is modulated by a combination
of the polarity code cd = {±1} and data sn = {±1}. At the receiver the reference
pulse is aligned and correlated with the information pulse in order to recollect the
energy smeared by the channel, hence the channel estimation is side-stepped. In the
figure the data symbol is sn = 1 and the polarity code is [c1, c2, c3] = [−1, 1, −1]
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reduced amount of noise energy is collected at the receiver enabling improvements in
the BER performance.

8.5 Outline of Part II

In Part II of this thesis we propose a synchronization scheme for a TR-UWB system.
The proposed algorithm exploits the fact that a shift in time corresponds to a phase
rotation in the frequency domain. Accordingly, a blind, chip level computationally-
efficient synchronization algorithm that takes advantage of the shift invariance struc-
ture in the frequency domain is developed. Integer and fractional delay estimation for
the synchronization on the frame level are considered, along with subsequent symbol
estimation step. This results in a multi-user algorithm, readily applicable to a fast
acquisition procedure in an UWB ad-hoc network. The complexity of the system is
greatly reduced as the sampling needs to be performed only once per channel (frame)
duration. For typical channels that range from about 10ns to 100ns this leads to sam-
pling rates of fs = 10 to 100Msps. Nevertheless, the signal energy recollected by
frame level of synchronization is sufficient for a proper symbol estimation.

This Part is organized as follows. In the Chapter 9 the data model for a single user
synchronous transmit-reference UWB system is described. Chapter 10 extends this
model to the asynchronous case. In Chapter 10 we present the single user synchro-
nization scheme algorithm for TR-UWB systems. Chapter 12 extends the proposed
scheme to the multi-user case. The synchronization algorithm is derived in chapter 11.
The performance of the synchronization algorithm is verified by means of simulations
at the end of Chapter 10 and Chapter 12 for single and multiuser case, respectively.
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Chapter 9

TR-UWB Data
Model–Synchronous case

In the previous chapter we have seen that an correlation UWB receiver has to have a
template of the received pulse including the numerous multipath effects to be able to
perform detection. In TR-UWB the idea is to transmit pilot (reference) pulses so that
this template is directly available.

In this chapter the structure of the transmitted data burst as well as the parame-
ters that arise as the result of a transmitted reference (TR) transceiver design and the
deployment of an autocorrelation receiver are described.

In a TR-UWB system information is conveyed by pair of pulses (doublets) where
the first pulse represents a reference while the second pulse is data modulated (TH-
PPM, PAM). Both pulses undergo the same multipath channel. At the receiver side
an autocorrelation receiver is deployed – the reference pulse is delayed and aligned
with the second pulse, subsequently correlated (multiplied) and further integrated by
a sliding window integrator. In this manner the energy of a transmitted data symbol is
collected without the need of estimating a high resolution channel impulse response
that may be several hundred times longer than the pulse itself.

The deployment of an autocorrelation receiver in a TR-UWB system where the
channel impulse response is much longer than the duration of the monocycle results
in a specific data model derived in [78] for a synchronous single symbol. This model
is further extended by us to the asynchronous single user case in [79] and Chapter 10
and represents the starting point of our synchronization scheme. To define all param-
eters used in the data model, in the subsequent section we follow the mainline of the
derivation from [78, 80] and extend it to cover more details.
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9.1 Single data symbol transmission

9.1.1 Single doublet transmission

In the TR-UWB scheme pulses are transmitted in pairs (doublets). The first pulse is
fixed and represents the reference, whereas the second one is modulated with the data.
This approach is described in [75] where the authors consider the case in which the
channel taps are mutually uncorrelated. This is in general not true for the impulse
responses in UWB systems.

Let us first consider the transmission of a single doublet d(t)

d(t) = g(t) + c · s · g(t − Di) (9.1)

where g(t) represents a reference pulse while c ·s ·g(t−Di) is a data modulated pulse,
with scalars c ∈ {±1} and s ∈ {±1} representing a polarity code and a data symbol,
respectively. Accordingly the sign of the data modulated pulse is defined by the value
of c · s ∈ {±1}. The position of the second pulse with respect to the reference pulse
is determined by a delay Di, i = 1, 2, . . . , M , where D1 < D2 < . . . < DM . We
assume that a doublet is placed within a frame of length Tf and that a constraint

Tf > Th + 2 max
i

{Di} = Th + 2DM (9.2)

holds. The length of the channel impulse response is in the range from Th =
2,ns· · · , 200ns for distances between users of ∼ 1cm to ∼ 10m. The spacing between
the reference and the information pulses is typically in the range Di = 1, · · · , 5ns.
Note that most of the authors consider the case in which the spacing between two sub-
sequent pulses i.e., frame size, needs to be larger than the maximal channel spread.
In our case however, condition (9.2) needs to be satisfied. It implies that the pulses of
a doublet affected by the channel fade out completely within a single frame. However,
authors in [81] loose this constraint and allow for the interframe interference.

After the propagation through a long convolutive channel the signal at the output
of the receiver antenna can be written as

r(t) = h(t) + c · s · h(t − Di)

where h(t) = g(t) ? hp(t) represents the total channel impulse response obtained as
the convolution of the transmitted pulse g(t) and the channel impulse response hp(t).
Note that hp collects the effects of the transmit and receive antenna together with the
propagation over the wireless channel. Subsequently, the received signal r(t) is passed
through a bank of receive delays Dm with m = 1, · · ·M , followed by the correlators.
Here, index M represents the number of receiver chains that is equal to the number
of possible offsets (see figure 9.1). At the output of the m-th correlator the resulting
signal ym(t) is given by
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Figure 9.1: The structure of the autocorrelation receiver for M = 3 delay branches.

ym(t) = r(t)r(t − Dm)
= [h(t) + c · s · h(t − Di)][h(t − Dm) + c · s · h(t − Di − Dm)]
= h(t)h(t − Dm) + h(t − Di)h(t − Di − Dm)

+c · s · [h(t − Di)h(t − Dm) + h(t)h(t − Di − Dm)] .

The output of each correlator is subsequently integrated by a sliding window integrator
of width W , resulting in a signal

xm(t) =

∫ t

t−W

ym(τ)dτ , m = 1, · · · , M .

As only a single doublet is observed, the integration window is chosen to be larger
than the frame duration, i.e., W > Tf . Introducing a new function κ(t, ∆) that
depicts the channel correlation

κ(t, ∆) =

∫ t

t−W

h(τ)h(τ − ∆)dτ (9.3)

the integrator’s output can be written as

xm(t) = κ(t, Dm)+κ(t−Di, Dm)+c ·s ·κ(t−Di, Dm−Di)+c ·s ·κ(t, Di+Dm).
(9.4)

Considering a channel impulse response with uncorrelated taps as in [76, 75] yields a
non-zero channel correlation function κ(t, ∆) 6= 0 only for matching delays ∆ = 0
(perfectly aligned reference and data modulated pulse at the receiver side)

κ(t, ∆) =

{
Phb(t) for ∆ = 0
0 for ∆ 6= 0

(9.5)
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Figure 9.2: The approximate shape of the brick function b(t) for integration window
sizes larger than the duration of the channel, W > Th. Linear slopes are used to
portray the channel dependant shape in the transient regions 0 ≤ t < Th and W <
t ≤ W + Th.

where Ph ≈
∫

h2(τ)dτ denotes the energy collected from the channel impulse re-
sponse and b(t) stands for the pulse shape obtained as a result of the sliding window
integration:

b(t) =







0 t < 0
1 Th < t ≤ W
0 t > Th + W
linear slope 0 ≤ t < Th or W < t ≤ W + Th

. (9.6)

Note that in the regions 0 ≤ t < Th and W < t ≤ W + Th, b(t) depends on
a particular channel impulse response but it is approximated by a linear rising and
decaying slope, respectively. The approximate shape of b(t) is depicted in figure 9.2
for the integration period W ≥ Th, where Th depicts the interval of the channel’s
non-zero support. An integration period larger than the channel duration (W > Th)
creates a flat region of the ’brick shape’.

For channels with uncorrelated taps [76, 75] the third term in (9.4) becomes dom-
inant for matching transmit and receive delays (Di = Dm). To simplify the notation
we assume κ(t − Di, ∆) ≈ κ(t, ∆) which is a realistic approximation in cases W is
much larger than Di, ∀i. The signal after integration xm(t) now becomes

xm(t) ≈
{

κ(t, ∆ = 0) ≈ αib(t) · c · s for Di = Dm

0 for Dm 6= Di

where αi = Ph is a scaling coefficient. Nevertheless, the paths of measured UWB
channel impulse responses proved to be correlated over short lags up to a few ns – the
same order as Di [78, 80]. Note: most other authors consider much longer Di, typi-
cally Di > Th. As a result of the correlated channel taps, the expression in (9.5) does
not hold for ∆ 6= 0. As presented in [80] the channel correlation function exhibits a
’sinc’-kind of shape (see figure 9.3). The fact that the channel autocorrelation function
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Figure 9.3: A measured channel correlation function versus the delay mismatch ∆ for
a measured channel impulse response in a typical university building.

differs from zero for non-matching delays modifies (9.5) such that

κ(t, ∆) =







0 , t ≤ 0 or t > W + Th

ρ(∆) , Th < t < W

∫ t

0
h(τ)h(τ − ∆)dτ 0 ≤ t < Th

∫ Th

t−W h(τ)h(τ − ∆)dτ W < t ≤ W + Th ,

(9.7)

where
ρ(∆) =

∫ ∞

0

h(τ)h(τ − ∆)dτ (9.8)

is the channel autocorrelation function.

Note that Ph used in (9.5) is actually Ph = ρ(∆ = 0). Comparing (9.7) and (9.6)
we see that the correlation function (9.7) can be approximated as

κ(t, ∆) ≈ b(t)ρ(∆) (9.9)

The reason for this is that the shape of κ(t, ∆) in the transient regions 0 ≤ t < Th

and W < t ≤ W + Th depends on particular channel realization and its correlation
properties (function of the delay mismatch ∆) as shown in figure 9.4. All these shapes
may be approximated by (9.9) with a single ’brick shape’ introduced in (9.6). In this
manner the complexity of the data model is significantly reduced.
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Figure 9.4: (a): The signal at each of m = 1, 2, 3 integrator outputs as the response to
a single transmitted doublet. The integration window size is three times larger than the
frame size, W = 3Tf . The maximum energy is recovered in the third delay branch
whose delay (Dm = D3) matches the one used at the transmitter side (Di = D3). (b):
A measured UWB channel impulse in a typical university building used to generate
subplot(a).
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At this point the output of the m-th integrator (9.4) in case delay Di is used at the
transmission site is modeled as (see [80])

xm(t) = b(t){2ρ(Dm) + c · s · [ρ(Dm − Di) + ρ(Dm + Di)]}

= b(t)(αm,i · c · s + βm) ,
(9.10)

where

αm,i = ρ(Dm − Di) + ρ(Dm + Di)

βm = 2ρ(Dm)
(9.11)

Here αm,i and βm are real numbers that correspond to a ”virtual channel” gain and a
DC offset, respectively. αm,i is a function of both transmit delay Di and receive delay
Dm, whereas βm depends only on the delay at the receiver Dm. From figure 9.3, in
which the channel autocorrelation function of a measured channel impulse response is
depicted, it becomes evident that ρ(∆) is an even function implying αm,i = αi,m.
Note that the latter is only valid in cases when the set of transmit delays exactly
matches the set of the receive delays {Di} ≡ {Dm}. In general, this condition is
not satisfied, e.g., in the production of a delay line a small mismatch occurs so that
D′

m = Di + τoffset. In that case αm,i 6= αi,m.

The top part of figure 9.5 shows a single transmitted doublet where the pulse sep-
aration equals Di. Both pulses are affected by the same multipath channel depicted
by dashed lines. The bottom part of the figure shows a general shape of the signal
at the m-th integrator output as defined in (9.10). In the latter case the linear slope
approximation of b(t) introduced in (9.6) is used. In reality the signal shapes will
insignificantly differ at each integrator output as shown in figure 9.4. Ignoring this
differences and using the ’brick shape’ approximation, i.e., b(t) we are able to sim-
plify the data model without losing any useful information.

In case of the matching delays (Dm = Di, for i = m), αm,m becomes a dominant
component in (9.10), i.e., αm,m � βm whilst for the unmatching delays (Dm 6= Di,
for i 6= m or i = m) βm and αm,i become comparable [82]. Let us define a matrix
[A]m,i = αm,i and a column vector [b]m = βm. In figures 9.6, 9.7, 9.8 and 9.9
typical values of the channel coefficients for matching and non-matching delay case
are presented. These matrices were computed based on measured impulse responses
[66].

The symmetrical and diagonally dominant structure of A for matched delay cases
may be exploited in the design of a simple TR-UWB receiver that utilizes only the di-
agonal elements, as proposed in [75] and section ’symbol estimation’ in Section 11.3.
In general, due to a possible mismatch in the production of the delay components A

might not be structured.
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Figure 9.5: A single transmitted doublet (top) and the shape of the m-th integrator
output xm(t).
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βm = [b]m computed using a single outcome of a measured channel impulse re-
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Figure 9.9: Non-matching delays Dm 6= Di, NLOS case: Values of αm,i = [A]m,i

and βm = [b]m computed using a single outcome of a measured channel impulse
response.

9.1.2 Multiple doublets

To enable the coexistence with already deployed narrowband systems and due to its
extremely wide band - a TR-UWB system needs to be broadcasted at a very low
power level. Accordingly, a coding gain needs to be introduced so that the useful
information at the receiver side may be extracted. Repetitive transmission of the same
sequence is a simple way to supply the receiver with a sufficient amount of energy
needed for the reconstruction of the desired signal. We examine now, how the energy
of multiple transmitted frames per single information symbol can be recovered. The
distance of pulses for all observed doublets, Nf in total, and the polarity (c · s) of the
data modulated pulses are kept unchanged for all Nf frames. Such a block of frames
forms a chip of length Tc = NfTf , where Nf and Tf denote the number of repeated
frames and their duration, respectively (see top part of figure 9.10). To summarize,
the transmitted sequence can be written as

tx(t) =

Nf−1
∑

d=0

[g(t − dTf ) + s · c · g(t − dTf − Di)] , (9.12)

where Di is the spacing between the pulses of a doublet and remains unchanged within
a single chip.
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Figure 9.10: The shape at the m-th integrator output xm(t) in case three frames
(doublets) per symbol s are transmitted. The size of the integration window is
W = Tc > Th.

The output of the m-th integrator is now modeled as a superposition of contribu-
tions of each individual doublet. Define a ’tent’ shape function p(t) that sums “brick”
shapes of all doublets within a chip as

p(t) =

Nf−1
∑

d=0

b(t − dTf − Di) . (9.13)

The tent shape of the p(t) is the same as presented in the bottom part of figure 9.10
that assumes W = Tc > Th. The amplitude of p(t) equals the total number of frames
Nf .

Following the derivation in the previous section where the effects of correlated
channel taps are introduced by a scaling αm,i and a DC offset βm the resulting signal
xm(t) at the output of the m-th integrator becomes

xm(t) = p(t)(αm,i · c · s + βm) , (9.14)

Note that the ’linear slope’ assumption introduced in (9.6) is also applied in the defi-
nition of the p(t) in (9.13). Under this assumption the shape of the signal at the m-th
integrator output is shown in figure 9.10. The exact signal that arise at the output of
the integrators is shown in figure 9.11.

Let the length of the integration window be equal to the chip duration, i.e.,
W = Tc. Note that the nonzero support of each chip at the receiver side will be
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Figure 9.11: The signal xm(t) as it appears at the output of the m-th integrators. Three
frames (doublets) per single symbol s are transmitted. The length of the channel is
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size of the integration window is W = Tc > Th. The channel impulse response used
to generate this plot is presented in the bottom part of figure 9.4.
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extended to the range 0 < t < 2W = 2Tc, due to a sliding window integration step.
This effect will lead to interchip (intersymbol) interference in cases of a multiple chip
transmission.

9.1.3 Multiple chips

We consider now the transmission of multiple chips. As described in Section 9.1.1 the
basic information unit is a frame of duration Tf . Further, Nf frames represent a chip of
duration Tc = NfTf , and Nc chips represent a data symbol of duration Ts = NcTc.
The j-th chip of the data symbol is modulated by scj , where s ∈ {−1, +1} is the
data symbol sequence and cj ∈ {−1, +1}, j = 0, 1, . . . , Nc − 1, represents the
polarity code (CDMA-like code). The value of the delay Di is constant within the
j-th chip but changes from chip to chip according to the so-called time-hopping code
Ji,j , i = 1, 2, . . . , M , j = 0, 1, . . . , Nc − 1, which is 1 if the delay Di is used for the
j-th chip and 0 otherwise:

Ji,j =

{
1, if transmit at delay Di for chip j
0, elsewhere (9.15)

The transmitted signal for a single data symbol s is now modelled as

tx(t) =

Nc−1
X

j=0

Nf −1
X

d=0

M
X

i=1

[g(t − jTc − dTf ) + s · cj · g(t − jTc − dTf − Di)]Ji,j , (9.16)

and is presented in figure 9.12. The top part of figure 9.12 represents the structure
of a transmitted burst of a single symbol s that consists of two chips with correspond-
ing CDMA codes c0 and c1. Each chip is further divided into three frames. The
spacing between doublets Di and the CDMA code is kept unchanged for the duration
of a chip - Tc.

At the bottom part of figure 9.12 the signals at the integrators’ output are presented,
for the case in which two frames form a chip and two chips form a data symbol. The
solid line depicts the signal in case of matching delays Di = Dm. Due to the channel
correlation property an attenuated copy of the latter signal is present at the outputs of
all integrators and is proportional to channel coefficients αm,i and βm (dashed line).
The overall signal is obtained as the sum of the signals for matched and non-matched
delay cases.

Note that a scaled version of a signal transmitted on delay Di emerges on all M
receiver branches due to the channel correlation properties. In that manner a TR-
UWB system resembles a single transmit multiple receive (SIMO) antenna system.
Accordingly, the outputs of the M integrators may be viewed as a system with M
receive antennas.
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p(t)(α2,2 · c1 · s + β2)

t

t

t

frame

c0 · s = 1
D2 c1 · s = −1

D1

Tf Tf Tf

Tc

p(t)(α1,1 · c0 · s + β1)x1(t)

0 Th Tf Tc 2Tc 3Tc

p(t)(α1,2 · c1 · s + β1)

p(t)(α2,1 · c0 · s + β2)

x2(t)

chip 0 chip 1

Figure 9.12: Top: The structure of pulses for transmission of three doublets per chip
Nf = 3 and two chips per symbol Nc = 2. The data symbol is set to s = +1.
The polarity (CDMA) code vector comprises two chips [c0, c1] = [+1,−1] and the
delay code is [J1,0, J2,1]. The latter means that the transmit delays D1 and D2 are
used for the 1-st and the 2-nd chip, respectively. Bottom: The outputs of integrators
for matching delays Dm = Di are depicted by a solid line; the dashed line depicts
the contribution for non-matching delay cases. The overall signal at the output of an
integrator is the superposition of these sequences (Dm = Di and Dm 6= Di).
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9.2 Matrix formulation–synchronous case

The matrix formulation for a single symbol case was originally derived in [82]. To
make the derivation of our asynchronous multiple symbol data model self-contained,
we present it here integrally.

As we have already seen, we consider the data model after transmission of Nc

consecutive chips c = [c0 · · · cNc−1]
T for a single data symbol s. A perfect synchro-

nization is presumed. Suppose we transmit a chip using one of the delays D1, · · · , DM

and receive with a bank of receivers with delays D1, · · · , DM . The next chip may be
transmitted with a different delay.

Let αm,i be the gain coefficient of the effective channel p(t) for a transmitter
delay Di and a receiver delay Dm, and βm,i the corresponding gain offset. We also
define matrices A = [αm,i], B = [βm,i] of size M × M . If a channel does not have
temporal correlations, then A = αI (only a response at matching delays) and B = 0,
but in general the matrices can be arbitrary, although A is expected to be diagonally
dominant. Note that due to (9.11) the following property holds: B = b1

T

M , where
b = [β1, · · · , βM ]T is a column vector with elements βm = 2ρ(Dm) as defined in
(9.11).

In terms of these coefficients, the model of the received data at the output of the
integrator with delay Dm becomes

xm(t) =

Nc−1∑

j=0

M∑

i=1

p(t − jTc)(αm,iJi,jcjs + βmJi,j) , (9.17)

where Ji,j is defined in (9.15). This data is sampled at instances t = k Tc

P , where the
integer P is the oversampling factor. Define a channel matrix Pk,j+1 = [pk,j ] of size
(Nc + 1)P × Nc, where pk,j+1 = p(k Tc

P − jTc), for k = 0, · · · , (Nc + 1)P − 1
samples and j = 0, · · · , Nc − 1 chips. The structure of P is illustrated in fig. 9.13.
In case sampling is performed once per frame duration, i.e., P = Nf , and assuming
a perfect synchronization, each darkened part of P matrix (figure 9.13) comprise 2P
samples depicted by small squares in figure 9.14. Under the mentioned assumptions
these samples may be observed as samples of a known triangular pulse shape (dashed
line in figure 9.14 ). Consequently P is completely known in a synchronous case.

The sampled data xm,k = xm(k Tc

P ) has the model

xm,k =

Nc−1∑

j=0

M∑

i=1

pk,j(αm,iJi,jcjs + βmJi,j)

Collecting the samples of the m-th integrator output xm,k into a vector x
˜ m of size
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P(Nc+1)P×Nc
=

Figure 9.13: Structure of the matrix P.

Tc 2Tc0

t

p(t)

Tf

1

2

Nd = 3

Figure 9.14: The shape of a sampled function p(t) in a synchronous case. The shaded
squares represent the sampling instants.

(Nc + 1)P × 1, we obtain

x
˜ m =






xm,0

...
xm,N−1






=

Nc−1∑

j=0

M∑

i=1

pj(αm,iJi,jcjs + βmJi,j)

=

Nc−1∑

j=0

pj [a
T
mjjcjs + bT

mjj ] ,

where jj is a column vector of size M × 1 that collects all elements of Ji,j for i =
1, · · · , M and a given j. Note that jj has only one nonzero entry, corresponding to the
transmitted delay, according to (9.15). We further define a ’code delay’ matrix

J = [j0, · · · , jNc−1]

of size M × Nc. Vector pj : (Nc + 1)P × 1 is the j-th columns of P (see also
figure 9.13).
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The received data vector x
˜ m now becomes

x
˜ m =

Nc−1∑

j=0

(aT
mjj) ⊗ (P · ej)cjs + (bT

mjj) ⊗ (P · ej)

=

Nc−1∑

j=0

(aT
m ⊗P)(jj ⊗ ej)cj + (bT

m ⊗P)(jj ⊗ ej)

= (aT
m ⊗P)(J ◦ INc

)cs + (bT
m ⊗P)(J ◦ INc

)1

where aT
m and bT

m are the m-th rows of A and B respectively, and ej is the j-th
column of the identity matrix. Here, we denote by ⊗ the Kronecker product, and
by ◦ the Khatri-Rao product (column-wise Kronecker product). For the definition of
Kronecker and Khatri-Rao products and their properties see Chapter 2.

Let us at this point, without loss of generality, introduce a subscript index k. In
this manner we can relate the transmitted symbol sk to the received data block xk.
This notation will further be exploited in the derivation of the asynchronous case data
model. Stacking the (Nc + 1)P received samples at the output of all m = 1, · · · , M
integrators into a vector x

˜ k of size M(Nc + 1)P × 1, we obtain for the transmitted
symbol sk

x
˜ k =






x
˜ 1

...
x
˜ M




 =






aT
1 ⊗P

...
aT

M ⊗P




 (J ◦ INc

)csk +






bT
1 ⊗P

...
bT

M ⊗P




 (J ◦ INc

)1

This can be written compactly as

x
˜ k = (A ⊗P)(J ◦ INc

)csk + (B ⊗P)(J ◦ INc
)1

= (AJ ◦P)csk + (BJ ◦P)1
(9.18)

In this model, J, P and c are known, while A and B are unknown M × M matrices,
and sk is the unknown data symbol.

An equivalent alternative model is obtained by restacking the received signal x
˜ k

given by eq. (9.18) into a matrix X
˜ k : (Nc + 1)P ×M , such that vec(X

˜ k) = x
˜ k. The

latter means that the samples from M integrator outputs are placed into M columns.
This is modeled as

X
˜ k = Pdiag(c)JT AT sk + PIJT BT

= P[diag(c)JT JT ][Ask B]T
(9.19)

Define Z = P[diag(c) JT ], i.e., a known matrix of size (Nc + 1)P ×M . The rank
of B is 1 and it can be written as B = b1

T. Accordingly, (9.19) can be written as

X
˜ k = [Z PJT ][Ask b1

T]T

= [Z PJT 1][Ask b]T

= [Z q][Ask b]T .
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where the column vector q is defined as q = PJ
T
1 = [q1, · · · , q(Nc+1)P ]T. Note

that q merges all the columns of the P into a single vector. Let qi represent the i-
th element of q. The columns of P represent the shifts of the discretized tent pulse
shape p(t) with amplitude Nf , therefore qi = Nf for i = P + 1, · · · , NcP . Further,
qi collects the samples of the rising and falling edge of the p(t) for i = 1, · · ·P and
i = NcP + 1, · · · , (Nc + 1)P , respectively. As a result q may be approximated by
a vector whose entries are all equal to Nf , i.e., q = Nf1. This brings us to a final,
single symbol synchronous block data model that collects the samples at the output of
M integrators and collects them columnwise

X
˜ k = [Z 1][Ask b]T . (9.20)

In the last equation, to simplify the notation and without loss of generality we have
moved the scaling Nf from q to b. X

˜ k is of size (Nc + 1)P × M

Remark: A single symbol at the transmission side covers the interval t =
[0, NcTc] while the non-zero support of the signal at the integrators output extends
to the interval t = [0, (Nc + 1)Tc], due to the sliding window integration. This phe-
nomenon introduces intersymbol interference in cases of multiple symbol transmis-
sions and will be studied in the next chapter.

In this chapter we have presented the data model for a synchronous transmission
of a single data symbol in TR-UWB systems. This model represents the starting point
in the derivation of a single user data model in asynchronous transmission of multi-
ple symbols that is studied in the next chapter. In chapter 11 we further derive the
synchronization scheme for the given asynchronous data model.



128



Chapter 10

Single user data
model–Asynchronous case

In this Chapter the data model for a synchronous case, presented in the previous chap-
ter is extended to the asynchronous single user case. We will analyze transmission of
multiple data symbols that creates intersymbol interference due to the deployment of
an autocorrelation receiver.

For a better insight in the data model, in the following we recall briefly in the
structure of the transmitted pulses in a TR-UWB system, presented in figure 10.1.

• Monocycles g(t) are pulses of duration shorter than a nanosecond. In the trans-
mit reference UWB scheme monocycles are transmitted in pairs (doublets)
which are mutually separated by a delay Di, i = 1, 2, . . . , M , where M repre-
sents the total number of delays used. We assume that D1 < D2 < . . . < DM .
The first pulse is fixed and represents the reference, whereas the second one is
modulated with the data.

• A frame is considered to be the basic unit of the transmitted sequence. The
reference pulse is placed at the beginning of each frame followed by a pulse
that carries the information. The distance between the pulses is Di. The size of
the frame Tf > Th + 2 max{Di} defined in (9.2) is chosen such that a doublet
affected by the channel completely fades out within a single frame (see the first
frame in figure 10.1).

• A chip of duration Tc = NfTf is comprised of Nf consecutive frames. The j-th
chip of the k-th data symbol is modulated by skcj , where sk ∈ {−1, +1} is the
data symbol sequence and cj ∈ {−1, +1}, j = 0, 1, . . . , Nc − 1, represents the
polarity code. The value of the delay Di is constant within the j-th chip but
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Tf Tf Tf

s1c2 = 1s1c1 = −1s1c0 = 1

chip

doublet

D2

Tc

D1 D3

Figure 10.1: The structure of transmitted UWB pulses. The data symbol is set to
s1 = +1. The polarity (CDMA) code vector comprise three chips c = [c0, c1, c2] =
[+1,−1, +1], the delay code is J = [J2,0, J1,1, J3,2]. The latter means the transmit
delays D2,D1,D3 are used for the 1st,2nd and 3rd chip, respectively.

changes from chip to chip according to the so-called time-hopping code Ji,j ,
i = 1, 2, . . . , M , j = 0, 1, . . . , Nc − 1, which is 1 if the delay Di is used for the
j-th chip and 0 otherwise.

• A symbol is composed of Nc chips and is of duration Ts = NcTc.

Generalizing (9.16) to the multiple symbol case, the transmitted sequence becomes
(see figure 10.1)

tx(t) =
X

k

Nc−1
X

j=0

Nf−1
X

d=0

M
X

i=1

[g(t−kTs−jTc−dTf )+skcjg(t−kTs−jTc−dTf−Di)]Ji,j ,

where k depicts the k-th data symbol.

Assuming the convolution of the pulse g(t) with the propagation channel hp(t) is
denoted by h(t) = g(t) ? hp(t), we can write the received sequence as

r(t) =
X

k

Nc−1
X

j=0

Nf−1
X

d=0

M
X

i=1

[h(t−kTs− jTc−dTf )+skcjh(t−kTs− jTc−dTf −Di)]Ji,j .

(10.1)
We make the assumption that the channel duration Th satisfies the condition Th <
Tf − Di − max{Dm} in order to avoid uncontrolled interference between adjacent
doublets [78] caused by the unknown channel realization. Note that we consider no
additive noise throughout this work, in order to simplify the presentation. However,
all the simulations will be carried out in the presence of noise. Since both pulses of
a doublet undergo the same channel, one can be used as a “matched filter” for the
other one at the receiver. This is the principle behind the autocorrelation receivers
presented in [75, 78] and Chapter 9 (see figure 9.1). The autocorrelation receiver
includes several steps: the received data r(t) is first delayed over all possible delays
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b(t)

Tc Tc + ThTh0 0 · · · Tc 2Tc

p(t)

Tf

Figure 10.2: The shape of the signal at the integrators output for cases a single (Nf =
1) and triple (Nf = 3) doublets are broadcasted - b(t) and p(t), respectively.

Dm, m = 1, 2, . . . , M , correlated with the original non-delayed signal, and integrated
over a sliding window W = Tc. Just at this point the sampling is performed. In
this manner the energy of the channel is collected in the analog domain avoiding the
channel estimation step.

In an asynchronous system the receiver may start collecting the data before the
moment any useful signal appears or the received data blocks might not be synchro-
nized to the transmitted blocks carrying the information. To model this mismatch we
introduce a parameter τ that is unknown and needs to be estimated to enable the esti-
mation of the transmitted data sequence. Further, in the same manner as in Chapter 9
the output of the m-th integrator in the asynchronous noiseless case can be modeled
as [79]

xm(t) =
∑

k

Nc−1∑

j=0

M∑

i=1

p(t − kTs − jTc − τ)[αm,icjsk + βm]Ji,j , (10.2)

The function p(t) arises at the output of integrators as the typical response to a
single chip and generally has a unit amplitude staircase tent shape, which is unknown
and depends on the channel impulse response h(t). In figure 10.2 the “brick” function
b(t) represents the recollected energy of the channel normalized to unity in case a chip
contains just a single doublet, while p(t) =

∑Nf−1
d=0 b(t−dTf −Di) arises in the case

a chip contains several doublets. Accordingly, the summation over d in (10.1) is now
’hidden’ within p(t). Th depicts the channel duration. The effect of the channel will be
a scaling αm,i and an offset βm as presented in Chapter 9. While the scaling depends
on both the transmitter delay Di and the receiver delay Dm, the offset only depends
on the receiver delay Dm. Moreover, both αm,i and βm depend on the correlation
properties of the channel, as indicated in [78] and Chapter 9. Note that although αm,i

is generally maximal if m = i, some residual information remains when m 6= i, as an
effect of the channel correlation.

Finally, τ is an unknown delay, which we try to estimate in our work. The received
sequence is collected and stacked for further processing into blocks of data that equals
the length of a transmitted symbol (Ts = NcTc). Several blocks, in general, form a
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complete analysis window. Due to the sliding window integration a single transmitted
symbol becomes (Nc +1)Tc wide. Accordingly, two data blocks are needed to collect
all the useful information of the symbol. The unknown delay τ corresponds to the
offset of the response to a transmitted symbol with respect to the beginning of a block
of the analysis window. Hence, τ is restricted to the interval τ = [0, NcTc). An
example of an asynchronous signal at the output of the integrators and the way it is
collected in an analysis window for a single transmitted data symbol is presented in
figure 10.3.

The bandwidth of xm(t) is at the same order of magnitude as the chip rate, which
is significantly smaller than the transmission bandwidth. Hence, at this point, it is
realistic to introduce sampling and switch to the digital domain. Let us sample xm(t)
at rate P/Tc, where the oversampling rate per chip is P = Nf , i.e., equals the number
of doublets per chip. Accordingly, the sampling interval is Tf . The sampled signal
can then be written as

xm,n = xm(nTc/P ) =

∞∑

k=−∞

Nc−1∑

j=0

M∑

i=1

pn,j+kNc
[αm,iJi,jcjsk + βmJi,j ] ,

where pn,j = p(nTc/P − jTc − τ). The crucial observation now is that if we sample
once per frame, i.e., at the rate P = Nf per chip, pn,j may be observed as a sequence
of samples of a perfectly known triangular pulse shape (see dashed line in figure 10.4).
As a result pn,j is completely known if τ is an integer multiple of Tc/P . This fact
is exploited in the process of estimating an arbitrary integer offset τ as presented in
Chapter 11 (Chapter 11 also considers general, noninteger, offsets).

The samples at the integrators’ output are collected in a block of data of the same
size as the duration of a transmitted symbol i.e., Ts = NcP (the length of a data
block in figure 10.3 equals Ts ). In other words, we stack the NcP samples xm,n,
n = kNcP, kNcP + 1, . . . , (k + 1)NcP − 1 together in the NcP × 1 vector

xm,k = [xm,kNcP , . . . , xm,(k+1)NcP−1]
T . (10.3)

and stack the M vectors xm,k, m = 1, 2, . . . , M , together in the MNcP × 1
column vector

xk = [x
T

1,k · · ·x
T

M,k]
T

, (10.4)
where index m denotes the ordinal number of the integrator. Note that x

˜ k introduced
in the data model (9.18) for the transmission of an isolated data symbol collects the
samples over the whole interval in which the integrators’ outputs have non-zero sup-
port i.e., (Nc +1)P . However, xk in (10.4) stacks the samples collected over a single
symbol interval i.e., Ts = NcP .

We further define a matrix NcP × M

Xk = [x1,k, . . . ,xM,k]. (10.5)
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t

t

x2(t)

p(t− τ)(α3,2s1c0 + β3)
s1c2 = +1x3(t)

analysis window

data block 1 data block 2

τ

p(t− τ)(α1,2s1c0 + β1)
x1(t)

Tf

s1c0 = +1

s1c1 = +1

t

Tf Tf

Tc Tc

p(t− τ)(α2,2s1c0 + β2)

Figure 10.3: Signal at the integrators’ output for the single transmitted data symbol
in figure 10.1. The solid line represents the integrators output for matched delays
(Dm = Di) while dashed lines depicts the residual information in cases of non-
matched delays Dm 6= Di. The total signal per integrator is the superposition of
these two components. τ is the offset of the observed sequence with respect to the
beginning of the analysis window.
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Tc 2Tc0

p(t)

Tf

Figure 10.4: Sampling p(t) once per frame duration P = Nf for τ being an inte-
ger multiple of Tc/P creates a sample sequence that equals the samples of a known
triangular pulse (dashed line).

The relation between xk and Xk is defined by xk = vec(Xk), where operator vec
stacks columnwise the elements of the matrix into a vector. We now first introduce a
matrix model for a single transmitted data symbol, and then generalize this to multiple
transmitted data symbols.

10.1 Single transmitted symbol – Matrix data model

In this section we derive a data model for an asynchronous single data symbol trans-
mission. For the simplicity of exposure for the moment we consider only integer de-
lay i.e., the offset of the received data is an integer multiple of the sampling interval
Tc/P .

Suppose only the k-th symbol is transmitted. Let xm,k be a vector of samples
of xm(t) corresponding to the k-th symbol period. The sequences of length NcP
samples from the outputs of m = 1, · · · , M are stacked columnwise to create a matrix
Xk of size NcP ×M as in (10.5). A single transmitted symbol sk covers the interval
t = [0, NcTc). Nevertheless, due to the sliding window integration, at the receiver side
it is extended to the interval t = [0, (Nc + 1)P ) that corresponds to two consecutive
symbol periods, Xk and Xk+1. In figure 10.3 these symbol periods are denoted as
data blocks. Based on (10.3) and similar as in Chapter 9 and [78], a data model for an
asynchronous single transmitted symbol now becomes

[
Xk

Xk+1

]

=





0τ

X
˜ k

0



 =





0τ

Pdiag(c)JT
A

T

0



 sk +





0τ

PJ
T
B

T

0



 . (10.6)
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Here, X
˜ k is of size [(Nc + 1)P × M ] collects the outputs of M integrators and

represents the response of the system to a single synchronized transmitted symbol (see
Chapter 9, equation (9.18)). The unknown time offset is represented by zero matrices.

A and B, both of size [M × M ], are unknown matrices which depend on the
correlation properties of the multipath channel. It is shown in Chapter 9 that for
matching delay cases (Di = Dm) A is symmetric and diagonally dominant with
positive entries on its main diagonal. B is a rank one matrix that can be written
as B = b1

T where b collects the channel ’offset’ coefficients of all M receiver
branches i.e., b = [β1, · · · , βM ]T (see (9.11)). 1 is a vector with all entries equal to
1. c = [c0 , · · · , cNc−1]

T is the known spreading code vector of length Nc chips.
Pdiag(c)JT

A
T and PJ

T
B

T are both of size [(Nc + 1)P × M ] while zero matrices
0τ and 0 have τ and NcP − P − τ rows, respectively. For the moment assume that
the packet delay with respect to the beginning of the received data block is an integer
multiple of Tc/P i.e., τ ∈ {0, . . . , NcP − 1}. For such chosen τ , P is a completely
known [(Nc + 1)P × Nc] block-Sylvester matrix whose columns are shifts of p(t) as
presented in figure 9.13.

Moreover, [J]i,j = Ji,j , i = 1, · · · , M , j = 1, · · · , Nc of size [M × Nc] is
a known large selector matrix which has a single unit element per column that deter-
mines the time-hopping pattern for the chip that corresponds to that particular column.
This means that Ji,j is 1 in case that the transmit delay Di is used for the j-th chip
and 0 otherwise. Note that matrices Pdiag(c)JT

A
T and PJ

T
B

T are both of size
(Nc + 1)P × M and are P samples longer than a symbol period covered in Xk. For
this reason inter-symbol interference (ISI) arises in the case of multiple transmitted
symbols.

We can rewrite 10.6 as

[
Xk

Xk+1

]

= Pτ diag(c)J
T
A

T
sk + PτJ

T
B

T (10.7)

where Pτ represents the shifted version of the P matrix i.e.,

Pτ =





0τ

P

0



 . (10.8)

The structure of Pτ is presented in detail in figure 10.5.
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0

P

0τ

P

[Pτ ]2NcP×Nc
=

τ

(Nc + 1)P

NcP − P − τ

NcP

NcP

NcP − τ

P + τ

0
Tc/P

2Tc/P

t

Figure 10.5: The structure of Pτ . The middle block part comprised of rectangles
correspond to P. Black triangles corresponds to the triangular pulse shape from fig-
ure 10.4. Sampling this triangular signal at the rate of Tc/P provides the elements of
the P i.e., Pτ . In case of an integer τ , samples of P are known. As a result matrix
Pτ is known up to the offset τ .
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Equation (10.7) may be written as
[

Xk

Xk+1

]

= Pτ diag(c)JT
A

Tsk + PτJ
T
B

T

= Pτ [diag(c)JT
J

T][Ask B]T

= Pτ [diag(c)JT
J

T
1][Ask b]T

=





0τ 0τ

Z q

0 0



 [Ask b]T

≈





0τ 0τ

Z 1

0 0



 [Ask b]T

(10.9)

where Z := Pdiag(c)JT is a known [(Nc + 1)P × M ] “code matrix” while

q := PJ
T
1 ≈ 1(Nc+1)P (10.10)

The approximation q ≈ 1(Nc+1)P follows from the structure of the P and J matrix
(see also figure 10.6). Xk and Xk+1 are blocks of received sampled data and are
both of size [NcP ×M ] while matrix 0τ and vector 0 have τ and NcP −P − τ rows,
respectively, and an appropriate number of columns. The delay takes any integer value
in the interval τ ∈ {0 , . . . , NcP − 1}. The channel parameters A, b and the data
symbol sk are unknown.

Let us define Zτ of size 2NcP × M as

Zτ =

[
Z1

Z2

]

=





0τ

Z

0



 , (10.11)

where Z1 and Z2 are both of size NcP ×M and depict the upper and lower half of Zτ .
The structure of Z is presented in figure 10.7. Following the approach from (10.11)
we define

1τ =





0τ

1

0



 . (10.12)

We can now rewrite (10.9) as
[

Xk

Xk+1

]

= [Zτ 1τ ][Ask b]T . (10.13)
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P

P

(Nc + 1)P

τ

2NcP − tau

1τ =

0 1
amplitude

P

t

2P 3P 4P 5P 6P0

1

x

1 − x

Figure 10.6: The structure of 1τ vector from (10.12). Left: Triangles represent the
approximated ’tent shape’ signal that arise at integrators’ output. Dashed line of am-
plitude 1 represents the shape of the resulting signal that collects the contributions of
partially overlapping unit amplitude triangles. Consequently, we can approximate the
resulting signal to have unit amplitude in the region [τ, τ + (Nc + 1)P ] as in (10.10).
Right: The unit amplitude of the resulting signal in the ’overlap region’ is not a func-
tion of the sampling instant.
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NcP − P − τ

NcP − τ

τ0τ

τ + P

[Zτ ]2NcP×M =

zτ,1 zτ,M

Z
′′

Z
′

0

Z1

Z2

Figure 10.7: The structure of Zτ = [ZT

1 Z
T

2 ]T. Z′′ and Z′ represent the parts of Z

contained in the upper and lower half of Z, respectively. Note that Z = [Z′′T Z′T ]T.
zτ,i denotes the i-th column of Zτ . In this figure we can clearly see how Z :=
Pdiag(c)JT is created – initially, each of the Nc triangular shapes contained in P

are scaled by {±1}, i.e., the corresponding element of the polarity code c. Subse-
quently, J

T places the triangles in one of the M columns in accordance to the time
hopping code. In our example M = 3, Nc = 3, c = [+1,−1, +1] and the non-zero
elements of J:M × Nc are J2,0, J1,1, J3,2.
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X
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τ

Z
Ts1

0 0

analysis window

Figure 10.8: A single symbol spread by the block code, shifted for τ with respect to
the beginning of a data packet.

The schematic representation of the received data blocks for a single transmitted
data symbol s is depicted in figure 10.8. For clarity of the figure the part containing
the product of 1b

T as well as A are omitted.

Observe that the presented data model resembles a conventional data model for
DS-CDMA, up to the scaling (A) and offset (b) term of the channel correlation. This
will allow us to use synchronization methods similar in spirit to the DS-CDMA syn-
chronization methods. But before we introduce these synchronization methods, we
first generalize the above model to a data model for multiple transmitted data sym-
bols.

10.2 Asynchronous single user, multiple symbols data
model

We now consider a model for an asynchronous single user and several transmitted
symbols. When transmission of multiple data symbols is considered, inter-symbol in-
terference (ISI) arises due to the implementation of the sliding window integration. In
particular, two neighboring symbols have an overlap region of P samples. Generally
two data symbols affect a single block of received data Xk. Therefore, stacking Xk

and Xk+1 vertically, we can modify (10.13) to the following matrix model

[
Xk

Xk+1

]

=

[
Z2 Z1 0 1′

0 Z2 Z1 1′′

]







A
Tsk−1

A
Tsk

A
Tsk+1

b
T







= [Z′
τ Zτ Z′′

τ 1]







A
Tsk−1

A
Tsk

A
Tsk+1

b
T







.

(10.14)
The structure of the matrix [Z′

τ Zτ Z′′
τ 1] is presented in figure 10.9. Here,

1 = [1′T 1′′T]T is a vector of size 2NcP × 1 whose all elements are equal to 1 and



141

Z
′

Z
′
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τ

τ
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P
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1

1

1

1
1
1

1

Z
′

[Z′
τ Zτ Z

′′
τ 1] =

Z
′′

Z
′′

Figure 10.9: The structure of the block code matrix for two vertically stacked blocks of
received data Xk and Xk+1. Z′ and Z′′ depict the ’tail’ and the ’head’ of the previous
and subsequent data symbols, respectively. Note the existence of the intersymbol
interference of P samples among two neighboring data symbols s.

where 1′ and 1′′ are both vectors of size NcP × 1. This is obtained following the
same strategy presented in figure 10.6. Note that in this case the triangles that create a
unit amplitude resulting signal, cover the complete observation period (2NcP ) as the
contributions of multiple data symbols that are added together.

Since short polarity and time-hopping codes (cj and Ji,j) are considered and sym-
bols are assumed unknown in a first stage, we may restrict τ to the interval τ ∈ [0, Ts).
In this manner, τ depicts the offset of each data symbol sk with respect to the corre-
sponding block of received data Xk (see figure 10.10). The block columns Z′

τ , Zτ ,
and Z′′

τ , all of size 2NcP × M , comprise the effects of the polarity and time-hopping
codes as well as the effect of the pulse shape p(t). For the moment we assume τ is an
integer in the range τ ∈ {0, · · · , NcP − 1}.

The complete structure of [Z′
τ Zτ Z′′

τ 1] is depicted in figure 10.9. For com-
pleteness of exposure we give their tedious mathematical description. Zτ shown
in figure 10.7 has the following structure: Zτ = [0T

τ×M ,ZT,0T

[(Nc−1)P−τ ]×M ]T.
This block column comprises the complete version of a user specific code ma-
trix Z = Pdiag(c)JT, which is known in case τ is an integer in the range τ =
[0, · · · , NcP − 1]. The other two block columns Z′

τ and Z′′
τ can be defined as

Z′
τ = [Z′T,0T

[(2Nc−1)P−τ ]×M ]T and Z′′
τ = [0T

(NcP+τ)×M ,Z′′T]T. They contain
only part of the user block code Z. Z′, with size (P + τ) × M , and Z′′, with size
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Ts3Z

Ts2

X
T
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T

1 X
T

2 X
T

3

Figure 10.10: The structure of analysis window for the asynchronous TR-UWB
scheme. Synchronization is achieved based on the repetitive structure of the ’short’
CDMA-like code (Z). For this reason the analysis window does not necessarily need
to fatch the complete data packet to obtain the offset estimate. Knowing the size of the
transmitted packet data may be reconstructed from several adjacent analysis windows.
However, the proposed synchronization scheme is also applicable to cases where the
analysis window is larger than the data packet.

(NcP − τ) × M , depict the effect of a ‘previous’ and a ‘subsequent’ data symbol,
respectively. It is thereby crucial to observe that Z = [Z′′T Z′T]T, see figure 10.7.

Writing (10.14) in a more compact form, we obtain
[

Xk

Xk+1

]

= [G 1]

[
Sk

b
T

]

, (10.15)

where G = [Z′
τ , Zτ , Z′′

τ ] and Sk = [Ask−1, Ask, Ask+1]
T (see also figure 10.11).

Let us now define a received data matrix X that collect n received data blocks, as

X =

[
X0 X1 · · · Xn−1

X1 X2 · · · Xn

]

, (10.16)

where n denotes the number of transmitted data symbols are transmitted. Using
(10.15), we can write this matrix as

X = [G 1]

[
S

1
T

n ⊗ b
T

]

, (10.17)

where S = [S0, . . . ,Sn−1]. The structure of the received data blocks for multiple
transmitted symbols is depicted in figure 10.11.

In the case where the analysis window is not within the transmitted packet, we can
use the same model but allow some of the symbols sk to be zero.

In this Chapter we have developed a single user asynchronous data model for a
TR-UWB system. For simplicity of presentation (e.g., matrix structure definitions)
but without loss of generality we have consider only integer delays. In general, the
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data model is also applicable for non-integer packet offsets. In the subsequent sec-
tion we derive a subspace based synchronization schemes that performs over a block
of received data. The proposed scheme provides a high resolution chip-level packet
offset estimates and facilitates subsequent symbol detection. The performance of the
algorithm will be verified for integer and non-integer delays.



Chapter 11

Blind synchronization
algorithm – single user

In this Chapter we derive a blind, single user, block-based synchronization algorithm
that provides high resolution packet offset estimates at the chip level along with the es-
timates of data symbols. The starting point is the asynchronous single user data model
presented in figure 10.11. Note that the synchronization scheme doesnot demand the
knowledge of channel correlation coefficients A, b.

The aim is to estimate τ and the data {sk}. The algorithm is an extension of the
algorithm of Torlak and Xu [83], who considered blind channel estimation for CDMA
using subspace techniques (see Appendix at the end of this Chapter).

11.1 Integer packet offset

At this point we recall the single user asynchronous data model introduced in equa-
tions (10.17) and (10.15):

X = [G 1]

[
S

1
T

n ⊗ b
T

]

,

where G represents the first 3M columns of the ”block code matrix” as presented
in figure 10.11. Further, X is decomposed by means of a singular value decomposition
as (see Chapter 2)

X = [Us U0]

[
Σs 0

0 Σ0

] [
V

H

s

V
H

0

]
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where Us denotes the left signal subspace and is of size 2NcP×3M+1, U0 is the left
null space of size 2NcP × 2NcP − 3M − 1. The synchronization algorithm exploits
the following properties of G

1. G is a known function of the packet offset τ

2. G is tall matrix of size 2NcP ×3M so that 2NcP > 3M . Typically the number
of delays M ≤ 4, oversampling rate P = 2 or P = 3 and the number of chips
Nc < 20. Note that we define the oversampling rate per chip, i.e., we perform
sampling P times per chip duration.

3. G is orthogonal to the left nullspace of the matrix X, i.e., U
H

0G = 0.

We further exploit these properties to find an estimate of τ . More specifically, we
solve

argminτ ‖ U
H

0G ‖2

= argminτ

∑

i ‖
[

u1,i

u2,i

]H [
Z2 Z1 0

0 Z2 Z1

]

‖2 ,

(11.1)

where u1,i and u2,i are both of size NcP × 1 and depict the first and the second
half of the i-th column of U0, respectively. Z1 and Z2 are of size [NcP × M ] and
represent the upper and lower half of Zτ as defined in (10.11) and shown in figure 10.7.
Accordingly Zτ = [ZT

1 Z
T

2 ]T. Note that Zτ is known up to the integer packet offset
delay τ .

We now aim to transform (11.1) without changing the criterion, in order to bring
out the block column Zτ , containing the user specific code matrix Z, which is known
for integer delays τ . Restacking (11.1) as in [83] yields

τ̂ = argminτ

∑

i ‖ [ZH

1 Z
H

2 ]H
[

0 u1,i u2,i

u1,i u2,i 0

]

‖2

= argminτ

∑

i ‖ Z
H

τ

[
0 u1,i u2,i

u1,i u2,i 0

]

‖2

= argminτ

∑

i ‖ Z
H

τUi ‖2 .

(11.2)

Here, i = 1, · · · , 2NcP − 3M − 1 sweeps all the vectors from the left null space
of X i.e., U0. By stacking horizontally Ui for all possible i-s we get the matrix U0 of
size 2NcP × 3(2NcP − 3M − 1)

U0 = [U1,U2, · · · ,U2NcP−3M−1] . (11.3)

Now (11.2) can be written as:

τ̂ = argmin
τ

‖ Z
H

τU0 ‖2 . (11.4)
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For integer offsets τ , this can be solved by performing the enumeration over τ ∈
{0, · · · , NcP − 1}, since we know Zτ up to the integer packet offset delay τ . The
resolution of this algorithm is limited by the oversampling rate 1/P . Nevertheless, in
the following exposure a computationally more efficient way of computing a packet
offset τ is proposed. Note that the scheme is not limited by the sampling resolution
Tc/P and can provide a high resolution packet offset estimate.

11.2 High resolution synchronization scheme

At this point, let us make a distinction between an integer and non-integer delay
estimation. In the latter case the packet offset may take any value in the range
[0, · · · , NcTc). The scheme we propose now is able to provide a high resolution delay
estimates, not limited to integer multiples of Tc.

The idea presented in Section 11.1 can be made computationally more efficient
and can also be implemented for the estimation of non-integer data packet offsets
by use of the Fast Fourier Transformation (FFT). The FFT transforms a delay into a
phase progression, and it will be shown that the problem transforms into a MUSIC-like
estimation problem. We start by rewriting (11.4) as

τ̂ = argminτ ‖ Z
H

τU0 ‖2

= argminτ ‖ [zH

τ,1U0|zH

τ,2U0| · · · |zH

τ,MU0] ‖2 ,
(11.5)

where z
H

τ,l represents the l-th row of Z
H

τ and subscript τ is a real number indicating the
time offset of the data packet and takes any value from the interval τ ∈ [0 , NcTc).
In general, we can write τ as

τ = τint + τfrac ,

where τint corresponds to the integer multiple of the sampling interval Tc/P and τfrac

represents a fractional delay in the range 0 ≤ τfrac < Tc/P .

As defined before (see figure 10.7) Zτ in (11.5) contains a shifted version of the
user specific code Z that is a function of P i.e., ,

Zτ = [0T

τint
Z

T

τfrac
0

T]T

= [0T

τint
Pτfrac

diag(c)JT
0

T]T ,

where, 0τint
of size τint × M consists of τint zero columns. The fractional delay

τfrac will be incorporated in Z. Now we discuss the cases for integer and non-integer
packet offsets τ .

Recall the Section 11.1 where the packet offset τ is an integer multiple of the
sampling interval Tc/P . Function p(t) is being sampled in the known time instants
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p(t)

Td Tc 2Tc0

Figure 11.1: The sampling instants of the tent pulse shape p(t) determine the structure
of Pτfrac

. In all cases a triangular structure is obtained at an unknown but unimportant
amplitude scaling.

as presented in figure 9.14. As a result the sampled values of p(t) are known and
accordingly Pτfrac=0 (see figure 9.13) and Zτfrac=0 become completely known. In
such a case Zτ has a known structure up to the unknown integer offset τ .

For non-integer offsets the sampling instants of function p(t) and corresponding
sample values are the function of an unknown offset τfrac. Each black triangle of P

(see figure 9.13) now corresponds to a stack of samples of the function p(t − τfrac)
as indicated in figure 11.1. The important fact to note is that, in case sampling is
performed once per frame, the obtained sample sequence of function p(t− τfrac) can
be seen as the sampled version of a triangular pulse shape shifted over the offset τfrac.
Hence, Pτfrac

and Zτfrac
will possess a known structure up to an unknown fractional

offset τfrac and a scaling. Consequently, Zτ possesses a known structure up to the
unknown non-integer offset and a scaling. Note however, that we can completely
reconstruct Zτ in the case the packet offset is zero, i.e., τ = τint + τfrac = 0 as both
Pτfrac

and Zτfrac
become completely known. This fact will be used in the derivation

of our synchronization scheme that we present next.

Taking the advantage of the last note and the properties of the Fourier transforma-
tion the problem caused by the structure of P that is in general, a function of τfrac

may be solved. In addition the scheme we propose provides a high resolution packet
offset estimate.

Recognizing the property that a shift (under a Nyquist assumption that prevents
the aliasing of the repeated spectral components) in the time domain corresponds to a
phase progression in the frequency domain e.g., x(n − n0) → X(k)ej2πkn0 , where
n = 0, 1, · · · , N − 1 and k = 0, 1, · · · , N − 1 correspond to sample index in time and
frequency domain, respectively, we have for zτ,l in (11.5)
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Fzτ,l = DτFz0,l . (11.6)

Note that sampling at rate P = 3 (used in our simulations) only approximately fulfills
the Nyquist criterion (similar as in [51]). The spectrum of a triangular pulse shape
is known – (sinc)2, and the influence of the sidelobes that create the aliasing effect
when P = 3 is insignificant. We define z0,l as the l-th column of Zτ (see figure 10.7)
for which the offset τ = 0

z0,l := zτ=0,l .

Note that z0,l is known for all l ∈ {1, · · · , M}. Further, F stands for the discrete
Fourier transform matrix and

Dτ = diag(φτ )

φτ = [1, ej2πτ/(2NcP ), . . . , ej2π(2NcP−1)τ/(2NcP )]T ,

where φτ is a column vector of size 2NcP × 1 and diag(·) converts a vector to a
diagonal matrix and vice versa. We also define z̃l as the Fourier transformation of the
unshifted version of the l-th column of Zτ , i.e., z0,l:

z̃l := Fz0,l . (11.7)

Applying these definitions to (11.6) yields

Fzτ,l = diag(z̃l)φτ (11.8)

Using the steps defined in (11.8) and a unitary transformation F
H
F = I, we can

rewrite (11.5) as

τ̂ = argminτ ‖ z
H

τ,lU0| · · · |zH

τ,lU0 ‖2

= argminτ ‖ z
H

τ,1F
H
FU0| · · · |zH

τ,MF
H
FU0 ‖2

(11.9)

Similar as in (11.7) the Fourier transform of U0 defined in (11.3) becomes

Ũ0 := FU0 .

We further rewrite (11.9) as

τ̂ = argminτ ‖ z
H

0,1F
H
D∗

τ Ũ0| · · · |zH

0,MF
H
D∗

τ Ũ0 ‖2

= argminτ ‖ z̃
H

1D
∗
τ Ũ0| · · · |z̃H

MD∗
τ Ũ0 ‖2

(11.10)

where ∗ denotes the complex conjugate operation.
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At this point we aim to separate the knowns z̃
H

l for l = 1, · · · , M and Ũ0 on the
right hand side and move the unknown Dτ to the front. The multiplication of a vector
and a diagonal matrix may be written as

z̃
H

l D∗
τ = φ

H

τ diag(z̃
H

l ) .

Using this property, φH

τ that possesses a known structure but with an unknown param-
eter τ can be moved into the front of (11.10)

τ̂ = argminτ ‖ z̃
H

1D
∗
τ Ũ0| · · · |z̃H

MD∗
τ Ũ0 ‖2

= argminτ

∑M
l=1 ‖ φ

H

τ diag(z̃H

l )Ũ0 ‖2

= argminτ ‖ φ
H

τ [diag(z̃H

1 )Ũ0| · · · |diag(z̃H

M )Ũ0] ‖2

= argminτ ‖ φ
H

τK ‖2

(11.11)

Here K is a known 2NcP × 3M(2NcP − 3M − 1) matrix.

Due to the structure of φτ , searching for the φτ that minimizes the last expression
is equivalent to performing an inverse Fourier transform (IFFT) on the matrix K and
searching for the row of the resulting matrix that has the lowest norm:

k̂ = argmin
k

‖ [F
HK]k ‖2 for k = {1, · · · , NcP} , (11.12)

where k denotes the row index of the given matrix. The index k of the row with
the lowest norm determines the part of the delay offset that corresponds to an integer
multiple of Tc/P , i.e., τ̂int = k̂ − 1.

An additional fine grid MUSIC-kind search

τ̂frac = argmin
τ

‖ φ
H

τ̂int+τK ‖2 (11.13)

performed around τ̂int provides a non-integer delay τ̂frac that takes a value in the
interval [−1/2, 1/2). The overall delay estimate expressed as a fraction of the chip
duration Tc now becomes

τ̂ = (τ̂int + τ̂frac)
Tc

P
, (11.14)

where P is the oversampling rate and Tc is the chip duration.

11.3 Symbol estimation

At this point we provide a summary of the asynchronous single user data model used
in symbol estimation. The model was introduced in (10.17)

X = [G 1]

[
S

1
T

n ⊗ b
T

]

,
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where S = [S0, . . . ,Sn−1] of size 3M×nM , where n denotes the number of transmit-
ted data symbols. Matrix Sk : 3M ×M , for k = 1, · · ·n stacks vertically M consecu-
tive data symbols affected by a channel matrix A i.e., Sk = [Ask−1, Ask, Ask+1]

T

(for better overview of the data model structure we refer reader to figure 10.11). Ma-
trix A of size M × M contains the channel correlation coefficients and is introduced
in Section 9.1.1. It is channel dependant and unknown but constant over the whole
analysis window and diagonally dominant with positive entries on the main diagonal.
Vector b : M × 1 represents a DC shift of the equivalent channel (see Section 9.1.1).
Unknown data symbols are represented by sk for k = 1, · · · , n.

After estimating the packet offset τ , we can reconstruct the complete G matrix.
Estimation of the transmitted data symbols is now possible by performing a deconvo-
lution of the matrix X using the known user code. A zero-forcing equalizer is obtained
as [

Sest

1
T

n ⊗ b
T

]

= [G 1]†X , (11.15)

where † denotes the pseudo-inverse and index est indicates the estimated value.
Considering 1

T

n ⊗ b
T as a nuisance part we simply chop it obtaining Sest. We now

stick to the middle block row of S (see figure 10.11), name it S̃ of size M × nM as
the part that carries most of the energy. The estimates of the transmitted data symbols
sk for k = 1, · · · , n can be estimated from S̃est given by

S̃est = [As0 As1 · · ·Asn] .

The symbol estimation can be performed in two different ways:

1. by computation of the trace of the [M × M ] data blocks that have the Ask

structure. This approach exploits the fact that A possesses a dominant diagonal
structure with positive elements on the main diagonal.

2. by vectorizing the [M × M ] blocks of the matrix S̃est such that we get a rank
one matrix whose row span corresponds to the data symbols. Vectorizing is
performed over subsequent estimated Aŝk blocks. Vectors are stacked in a new
matrix whose row span represents a scaled version of the estimated data symbols
ŝk

[vec(Aŝ0), · · · , vec(Aŝn−1)] = a[ŝ0 ŝ1 · · · ŝn−1]
= aŝ

(11.16)

where a = vec(A) is a stacking of the columns of a matrix A into a vector of
size M2 × 1. Vector s : 1× n and ŝ : 1× n are row vectors of transmitted data
symbols and their estimates.

Here we presented a simple estimator that neglects the unknown channel parameters
contained in A and b.
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11.4 Simulations

The performance of the proposed algorithm is first tested for a single user in noise
scenario.

Signals are generated in accordance to the description provided in chapter 10. 250
Monte-Carlo runs are performed for fixed polarity- and time hopping-codes. Data
symbols and noise samples are varied in each run as well as the packet offset that
is randomly chosen from the interval [0, NcTc). We consider the transmission of
Ns = n = 30 data symbols, the polarity code length of Nc = 15 chips and M = 3
possible delays, D1 = 0.7ns, D2 = 1.4ns and D3 = 2.1ns. Data pulses are cho-
sen to be Gaussian pulses of duration 10ps, the same as in the measurement setup
described in [66]. The transmitted monocycles are convolved with the channel im-
pulse responses measured for different scenarios in a typical university building. The
antenna responses at the transmit and the receive side are included in the channel im-
pulse response. The following scenarios are taken into account: 1) office, 2) corridor,
3) corridor-to-office, 4) library, and 5) office-to-office. Both line of sight and non
line of sight channel impulse responses are covered in this fashion (see [66]). Using
stroboscopic sampling, a sampling rate of 10ps is used in the channel measurements.

After the receive antenna, where the white Gaussian noise is added, a bandpass
filtering is performed to limit the bandwidth of the observed signal to the interval
4 − 10GHz. The filtering step reduces the impact of the noise and the low frequency
interference. We limit the measured channel impulse responses to the interval [0, 50]
ns, as the contribution of the channel components that fall outside this interval is in-
significant (see for example subplot (b) in figure 9.4). The duration of the frame is
chosen to be Tf = 60ns. The energy of a single transmitted data symbol is defined
as Eb = 2NdNc

∫
[h(t)]2dt where h denotes the total channel impulse response in-

cluding the pulse shape and antenna responses, before the band pass filtering at the
receiver. In the computation of the Eb both reference and information pulses carry the
energy and therefore coefficient 2 is included in the expression. Noise power N0 is
computed in the frequency band 4 − 10GHz. The Eb/N0 is changed in steps of 1dB.

At the output of the autocorrelation receiver with three receiver branches the
oversampling is performed at rate equal to the number of frames per chip i.e.,
P = Nd = 3. Note that the oversampling rate P = 3 is still lower than the Nyquist
rate for the expected pulse shapes at the integrators’ output but is sufficient as the dis-
tortions in the estimates of τ are negligible compared to sampling at the Nyquist rate
[51].

An example of a received single user signal and noise (after bandpass filtering)
is presented in figure 11.2. In this figure Eb/N0 = 34dB. At this Eb/N0, the useful
signal will (for the chosen parameters Nc and Nd) clearly drown in the noise, yet the
proposed method can synchronize, as will be illustrated next.

Figure 11.3 shows the percentage of cases where the packet offset is estimated
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Figure 11.2: Received single user signal (a) and noise (b) (Eb/N0 = 34dB). Note
that the given value of Eb/N0 = 34dB includes the effects of integration over 1 data
symbol (Nc chips and Nd frames). However, each doublet is dieply buried in the
noise.
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Figure 11.3: The percentage of incorrectly estimated packet offsets using the pro-
posed subspace based (solid) and correlation of the template with the received signal
approach (dashed).

wrongly. An estimate is considered to be wrong if it does not fall into the interval
τ − Tc/2 ≤ τ̂ < τ + Tc/2. The solid line denotes the performance of the delay
estimation based on the subspace based frequency-domain search (as we presented in
this chapter), while the dashed line shows the performance of the correlation-based
scheme

argmin
τ

‖ X
H
Gτ ‖2 ,

which can be solved in a similar fashion as the subspace-based scheme, but which
does not recquire a subspace decomposition.

Figure 11.4 shows the standard deviation of the ’good’ estimates of τ for subspace
based (solid line) and correlation estimation schemes(dashed). In figure 11.5 the BER
of the symbol estimates is shown for all estimates of τ . We deployed a decorrelating
receiver and the vectorization approach described in Section 11.3.

From the simulations we can conclude that the subspace-based synchronization
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Figure 11.4: Standard deviation of the correctly estimated packet offset delays.
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scheme outperforms the correlation-based approach. However the complexity of the
first scheme is dominated by the singular value decomposition which complexity is of
order n(2NcP )2, where n denotes the number of received data blocks Xi collected in
the received data matrix X (see 10.16).

In this chapter we have derived a deterministic, block based synchronization and
detection scheme and verified its performance in the presence of white noise. Exploit-
ing the property that a time shift in time domain corresponds to the phase progression
in the frequency domain we developed the algorithm that provides high resolution
(fraction of the chip precision) packet offset estimates. Exploiting the properties of
fast Fourier transformation (FFT) the complexity of the algorithm is reduced com-
paring to the correlation based approaches. Moreover, the simulation proved that our
subspace-based synchronization scheme outperforms the correlation based estimator.

In the next chapter we extend our data model to the multi-user case. The effects
and the performance of the autocorrelation receiver in such a scenario are studied in
detail.
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Appendix

11.5 Blind Multiuser Channel Estimation in Asyn-
chronous CDMA Systems

In this appendix we present a subspace based, blind channel estimation scheme for
asynchronous multiuser CDMA systems proposed in [83] by Torlak and Xu. The
algorithm provides the estimates of users’ delays that are subsequently used to esti-
mate the multiuser channels. One of the processing steps of this algorithm is used in
the derivation of our TR-UWB synchronization scheme. For this reason and for the
consistency of exposure the Torlak’s algorithm from [83] is presented in brief.

The algorithm is developed for a no-noise case. An asynchronous CDMA (A-
CDMA) baseband model for P active users at the receiver side becomes

x(t) =

P∑

i=1

∞∑

n=−∞

si(n)gi(t − nTs) (11.17)

where si(n) ∈ {±1} represents the ith user data symbol of duration Ts. Define
[ci(1), ci(2), · · · , ci(Lc)] as the spreading code of the ith user, where ci(k) ∈ {±1}.
The signature waveform of the ith user now becomes

gi(t) =

Li
gLc
∑

k=1

ci(k − ki)hi(t − kT ) , (11.18)

where hi(t) denotes the realizations of the channels between transmitters i =
[1, · · · , P ] and the receiver. Further, ki and T are the duration and the delay index
of a chip. The multipath channel impulse response is modeled as

h(t) =

Ld∑

q=1

αqp(t − τq) , (11.19)

where Ld denotes the total number of paths, τq and αq are the delay and the complex
gain of the ith path, respectively. p(t) is a pulse shaping function that provides the
desired spectral shape of the signal. Assume that an observation block at the receiver
side corresponds to the symbol length Ts = LcT . The relative offset between the
beginning of such a block and the leading channel component that falls into it, can
take any value from interval [0, Ts]. The channel is assumed to have a finite, non-
zero support much shorter than one symbol interval, LT � LcT . Accordingly, the
signature waveform is, in general, spread over three symbol periods but for simplicity
of exposure and without loss of generality the authors assume it is restricted to two
symbol intervals Lg = 2.
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Sampling the x(t) from (11.17) at the chip rate yields

x(l) =

P∑

i=1

∞∑

n=−∞

si(n)gi(l − nLc) . (11.20)

The discretized version of the signature waveform in (11.18) becomes

gi(l) =
∑2Lc

k=1 ci(k − ki)hi(l − k)

=
∑L

k=1 hi(k)ci(l − k + ki) , l = 1, · · · , 2Lc ,

(11.21)

where ki denotes the chip delay index. This can be written in matrix form as

Ḡi = C̄ihi

[
Ḡi

1

Ḡi
2

]

=

[
C̄i

1

C̄i
2

]

hi
(11.22)

where the kernel matrix C̄i is of size 2Lc × L, Ḡi : 2Lc × L, C̄i
j : Lc × L and

Ḡi
j = C̄i

jh
i for j = 1, 2. The channel multipath components for the ith user are

contained in the vector hi : L × 1. In more detail the structure of the introduced
matrices are as follows:

[
Ḡi(1)
Ḡi(2)

]

=





























0 0 · · · 0
...

... · · ·
...

0ki 0 · · · 0

ci(1) 0
. . . 0

ci(2) ci(1)
. . . 0

... ci(2)
. . . ci(1)

ci(Lc)
...

. . . ci(2)

0 ci(Lc)
. . .

...

0 0
. . . ci(Lc)

...
...

. . .
...

0 0 · · · 0




































hi(1)
hi(2)

...
hi(L)








(11.23)

The structure of the Ḡi shows effect of spreading a coded data symbol at the
receiver side over two consecutive symbol intervals i.e., 2Ts = 2LcT , where T rep-
resents the chip duration.
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The received data samples in the rth symbol interval are stacked in a vector x(r)

x(r) =








x[rLc + 1]
x[rLc + 2]

...
x[rLc + Lc]








. (11.24)

At this point a block Hankel matrix that collects the contribution of N + K − 1
subsequent symbol intervals of user i - X(i) is created as

Xi =








x(0) x(1) · · · x(N − 1)
x(1) x(2) · · · x(N)

...
...

...
...

x(K − 1) x(K) · · · x(N + K − 2)








, (11.25)

where K is defined as a smoothing factor. For simplicity of exposure, in future we
stack vertically only two x(r) vectors providing the presence of a complete signature
waveform matrix Ḡi in the left signal subspace of Xi. The authors in [83], however,
generalize the approach for any K.

The relation between the received data blocks - x(r)i, the kernel matrix C̄i, the
channel impulse response hi and the transmitted data symbols si(r) of each user i is
given by

Xi = GiSi ,

where Gi = CiHi with Ci of size 2Lc × 3L

Ci =

[
C̄i

2 C̄i
1 0

0 C̄i
2 C̄i

1

]

,

and Hi of size 3L× 3 defined as

Hi =





hi 0 0

0 hi 0

0 0 hi



 .

The transmitted data symbols are collected in a 3 × N matrix Si

Si =





si(1) si(2) · · · si(N)
si(2) si(3) · · · si(N + 1)
si(3) si(4) · · · si(N + 2)



 .

The superposition of received data signals from all i = 1, · · · , Q users yields a mul-
tiuser data model

X =

Q
∑

i=1

Xi = GS (11.26)

where G = [G1 · · ·GP ] and S = [S1T · · ·SQT ]T.
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11.6 Multiuser channel estimation

The multiuser data model in (11.26) represents the starting point for the channel es-
timation algorithm in [83]. The goal is to estimate the channel impulse response hi

in a blind fashion, using only the knowledge of the user spreading code but not the
knowledge of the transmitted data symbols. In a noisy case (11.26) extends to

X = GS + N .

Matrix G is in the left signal subspace of X as well as any of the signature matrices
Gi. Using the property that the signal subspace is orthogonal to the nullspace yields

U0 ⊥ G so that in particular U
H

0Gi = 0 ,

that is valid for any user i = 1, · · · , Q. The complex conjugate transpose operation is
depicted by (·)H. Employing the known structure of Gi gives

U
H

0CiHi = 0 . (11.27)

The authors now propose to transform the latter expression such that it becomes a
function of an unknown vector C̄ihi rather than matrix CiHi. This step facilitates
the estimation of the channel impulse response. Now (11.27) becomes

ĥi = arg min
‖hi‖=1

hiHciH [
∑

l

ŨlŨ
H

l ]cihi , (11.28)

where l sweeps all the columns from the left zero subspace. Further, the vectors of
U0 are transformed in accordance with

Ũl =

[
ul,1 ul,2 0

0 ul,1 ul,2

]

,

where ul,1 : Lc × 1 and ul,2 : Lc × 1 are the first and the second half of the lth
column of the zero subspace i.e.,

Ul =

[
ul,1

ul,2

]

.

Note that in the proposed scheme the relative delay of the channel impulse re-
sponse was considered to be known. However, the initial synchronization is crucial
for the performance of the algorithm. The approach proposed by Torlak and Xu is
based on the search for the best possible gi for each user. Defining

Qi
k = C̄iH

k [
∑

l

ŨlŨ
H

l ]C̄i
k
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where l sweeps all the vectors from the nullspace and k = 0, · · · , Lc denotes the pos-
sible shifts of the kernel matrix defined in (11.22). The channel and delay estimation
are further performed by optimizing

J(ĥ
i
, k̂

i
) = hiH








Qi
1 0 · · · 0

0 Qi
2 · · · 0

...
...

. . .
...

0 · · · 0 Qi
Lc








hi (11.29)

where
hi = [0 · · · 0

︸ ︷︷ ︸

Lki

hiH 0 · · · 0
︸ ︷︷ ︸

L(Lc−ki−1)

]
H

.

A power constraint ‖hi‖ = 1 is introduced to avoid a trivial all-zero solution.

The authors in [83] proposed a blind subspace based channel estimation and syn-
chronization scheme for CDMA systems. The authors collect a block of the received
data in X such that a user specific signature vector comprised of the channel impulse
response h and a CDMA code c becomes orthogonal to the null space of X. This
fact is further used to estimate the channel impulse response and its unknown offset
by means of a singular value decomposition.

In this chapter we have used a similar approach from [83] now for a different data
model specific for a TR-UWB system. By deployment of an autocorrelation receiver
in a TR-UWB system channel estimation is avoided but a specific data model arises.
Realizing a specific form of a user specific code we were able to exploit the approach
authors used in [83], namely the fact that the code is orthogonal to the null space
of the received block matrix. In this manner we developed a blind, high resolution
synchronization scheme presented in this chapter.



Chapter 12

Multiple users data model and
blind synchronization
algorithm – Asynchronous case

In this chapter we extend the asynchronous single user data model presented in Chap-
ter 10 to the case of multiple active users. The deployment of the autocorrelation
receiver in the transmit-reference UWB systems prevents us to simply extend the data
model (10.17) in a linear fashion. This is due to the fact that an autocorrelation re-
ceiver introduces a number of crosscorrelation terms in a multiuser scenario. In this
chapter we describe these crosscorrelation terms and extend the data model (10.17)
to the case of asynchronous simultaneously active multiple users. Further, a practical
aspect of the proposed scheme is presented, namely the ability of avoiding collisions
of data packets even in case multiple users deploy the same spreading code. At the end
of the chapter the performance of the synchronization scheme in a multiuser scenario
is validated.

12.1 Cross correlation terms

The extension of the single user data model given in (10.17) to the multiuser case can
in general not be achieved by simple linear extension. This is due to the deployment
of the autocorrelation receiver. We will show this in the following example.

Similar to the derivation for a single user case presented in Section 9.1.1 we now

163



164

consider two simultaneously active users that transmit a single doublet,

d1(t) = g1(t) + c1 · s1 · g1(t − D1
i )

d2(t) = g2(t) + c2 · s2 · g2(t − D2
i ) ,

(12.1)

where the upper index denotes the ordinal number of the user (p = 1, 2). Each user
broadcasts a random data symbol (sp) and uses a specific polarity (cp) and transmit
delay Dp

i code for i = 1, · · · , M . Here M denotes the maximal number of the transmit
as well as receive delays. Let h1(t) and h2(t) represent the propagation channel of
user 1 and user 2, respectively. The signal at the receiver antenna now becomes

r(t) = r1(t) + r2(t) = h1(t) + c1 · s1 · h(t − D1
i ) + h2(t) + c2 · s2 · h(t − D2

i ) .

To be able to perceive the mutual impact of multiple users in case an autocorrelation
receiver is deployed, we assume that their contributions at the receiver side (r1(t) and
r2(t)) overlap.

In the first part of the autocorrelation receiver the received signal is passed through
a delay bank with delays Dm, m = 1, · · · , M . Subsequently, the delayed signal is
multiplied with the non-delayed received signal to produce

ym(t) = r(t)r(t − Dm)

where m denotes the ordinal number of the receiver branch (see figure 9.1). Simi-
lar as in (9.1.1) we can write ym(t) as

ym(t) = y1,1
m + y2,2

m + y1,2
m + y2,1

m .

Here y1,1
m collects the products of unshifted and shifted version of the user 1 propaga-

tion channel, let us call them the self-product terms

y1,1
m = [h1(t)+ c1 · s1h1(t−D1

i )][h
1(t−Dm)+ c1 · s1 ·h1(t−D1

i −Dm)] . (12.2)

In the same manner for the propagation channel of user 2 i.e., h2 we write

y2,2
m = [h2(t)+ c2 · s2h2(t−D2

i )][h
2(t−Dm)+ c2 · s2 ·h2(t−D2

i −Dm)] . (12.3)

The cross-product terms of the received signal of user 1 and user 2 are collected in the
following terms

y1,2
m = [h1(t)+ c1 · s1h1(t−D1

i )][h
2(t−Dm)+ c2 · s2 ·h2(t−D2

i −Dm)] . (12.4)

and

y2,1
m = [h2(t) + c2 · s2h2(t−D2

i )][h1(t−Dm) + c1 · s1 · h1(t−D1
i −Dm)] (12.5)
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These signals are further passed through the sliding window integrator of width
W

xm(t) =

∫ t

t−W

ym(τ)dτ m = 1, · · · , M .

Following the strategy described in Section 9.1.1 we can write the signal at the output
of the m-th integrator as

xm(t) = x1,1
m (t) + x2,2

m (t) + x1,2
m (t) + x2,1

m (t) , (12.6)

where the terms that contain the contribution of the self-products, i.e., x1,1
m and x2,2

m ,
respectively can be written as

x1,1
m (t) = b(t){2ρ1,1(Dm) + c1 · s1 · [ρ1,1(Dm − Di) + ρ1,1(Dm + Di)]}

= b(t)(α1,1
m,i · c1 · s1 + β1,1

m ) ,

and

x2,2
m (t) = b(t){2ρ2,2(Dm) + c2 · s2 · [ρ2,2(Dm − Di) + ρ2,2(Dm + Di)]}

= b(t)(α2,2
m,i · c2 · s2 + β2,2

m ) .

where αp,p
m,i and βp,p

m are the same as defined in (9.11) now with the upper index p,p

that corresponds to the the user index p. Here we define

ρp,q(∆) =

∫ ∞

0

hp(τ)hq(τ − ∆)dτ for p, q = 1, · · · , Q . (12.7)

as the auto- and cross-correlation of the channel impulse response(s) for p = q and
p 6= q, respectively. Q = 2 denotes the total number of users and hp(t) and hq(t)
represent the channel impulse responses of user p and q, respectively.

The terms in (12.6) that contain the cross-products of the two channels now be-
come

x1,2
m (t) = b(t){ρ1,2(Dm) + c1c2s1s2ρ1,2(Dm + D2

i − D1
i )

+c2s2ρ1,2(Dm + D2
i ) + c1s1ρ1,2(Dm − D1

i )}

and
x2,1

m (t) = b(t){ρ2,1(Dm) + c1c2s1s2ρ2,1(Dm + D1
i − D2

i )
+c1s1ρ2,1(Dm + D1

i ) + c2s2ρ2,1(Dm + D2
i )}

Note that the number of cross-correlation terms increases quadratically with the
number of users. Hence, an increased amount of terms that we consider as interference
will appear.

However, since different users employ distinct time-hopping and polarity codes,
propagate through different channels, and arrive at the receiver at random time in-
stants, we can assume that the the cross-correlation terms are small compared to the
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Figure 12.1: The structure of the analysis window and the received data blocks for the
two user asynchronous case.

auto-correlation. This approximation is set for purpose of designing a simple mul-
tiuser receiver. In other words we treat these cross terms as additive white noise, and
add them to the other noise terms that might be present. As before, we do not take
the additive noise terms into account in our derivations, but we do include them in our
simulations further in this chapter.

This assumption allow us to extend the single user data model from figure 10.11
in a linear fashion. Accordingly the algorithm used to synchronize to a single user
described in Chapter 10 can be deployed for the synchronization of multiple users.

12.2 Multi-user matrix model

In this section, we extend the previous ideas developed for a single user, to multiple
users. In figure 12.1 the structure of the received data blocks for the case of two asyn-
chronous users is presented. The offset with respect to the beginning of the analysis
window for the first and second user are denoted by τ 1 and τ2, respectively.

As a result, indicating the user index by means of a superscript q (q = 1, 2, . . . , Q)
we define a received data block of user q as

Xq =

[
X

q
0 X

q
1 · · · X

q
n−1

X
q
1 X

q
2 · · · Xq

n

]

,

where n+1 denotes the number of consecutive data blocks X
q
k of an analysis windows

(see figure 12.1). The overall received data block matrix X collects the contributions
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Figure 12.2: The structure of the asynchronous multiuser matrix data model. Different
users possess different packet offsets.

of each individual user

X =

Q
∑

q=1

Xq .

Based on the assumptions from the previous section we start by extending the data
model of Section 10.2 equation 10.17 in a linear fashion to the multiple user case

X =
∑Q

q=1[G
q 1]

[
Sq

1
T

n ⊗ bqT

]

= [G1| · · · |GQ | 1]








S1

...
SQ

1
T

n ⊗ ∑Q
q=1 bqT








, (12.8)

where the structures of Sq = [Sq
0, . . . ,S

q
n−1] and Gq are defined in Section 10.2.

Further, S
q
k = Aqsq

k : M × M represents a data symbol of user q affected by the
correlation matrix Aq that corresponds to the channel impulse response of the qth
user. Note that in the case some users are not active for the duration of the whole
analysis window, several S

q
k matrices will be zero and some small changes in the

structure of b
˜

T = 1
T

n ⊗∑Q
q=1 bqT will occur. Consequently, a few additional vectors

with low energy may emerge in the left signal subspace.
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Identifiability for multi user case

In the multiuser (MU) case as presented in (12.8), the matrix GMU =
[G1| · · · |GQ | 1] of size [2NcP × (3MQ + 1)] needs to be tall to be able to sub-
sequently estimate data symbols. Moreover the matrix comprising all data blocks and
the effect of offset vectors becomes SMU = [S1T , · · · SQT , 1n ⊗∑Q

q=1 b(q)]T is of
size[(3MQ+ 1)×nM . GMU should be tall and of full rank in order to be invertible,
i.e., 2NcP > 3MQ+ 1, while SMU should be wide with linearly independent rows,
i.e., 3MQ + 1 < Mn. From these conditions we see the limitations on the code
size:Nc > 3MQ

2P that for typical values of P = 3 and M = 4 yields Nc > 2Q. The
conditioning on the size of SMU gives the relation between the number of users Q and
the lowest number of symbols transmitted n, i.e., Q < Mn−1

3M .

12.3 Synchronization and detection in multiuser sce-
nario

For the estimation of the packet offset of the user of interest in a multiuser scenario the
synchronization scheme presented in Chapter 11. In particular, we tend to minimize
the expression in (11.1), now for the block code Gq of the user of interest q

argminτ ‖ U
H

0G
q ‖2

= argminτ

∑

i ‖
[

u1,i

u2,i

]H [
Z

q
2 Z

q
1 0

0 Z
q
2 Z

q
1

]

‖2 ,

Following the strategy described in Sections 11.1 and 11.2 we can obtain a high
resolution packet offset estimates up to the fraction of the oversampled chip interval,
i.e., a fraction of Tc/P . Here Tc and P denote the chip interval and the oversampling
rate, respectively.

After obtaining a packet offset estimate of user q we are able to reconstruct Gq

and use it in the deconvolution of the received data block X. A zero-forcing equalizer
[Gq 1]† applied to (12.8) yields

[
S

q
est

1
T

n ⊗ b
T

]

= [Gq 1]†X ,

where † denotes a pseudo inverse. Chopping out the part 1T

n ⊗b
T we can estimate the

data symbols from S
q
est using one of the strategies presented in Section 11.3.
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12.4 Algorithm remarks

In this section we present the ability of our synchronization and detection scheme to
cope with the packet collision problem that in general occurs when two or more users
employ the same spreading code and have packets that arrive at the receiver at close
or even the same time instants.

Consider a two-user system where both users adopt the same spreading code. The
data model (12.8) then becomes:

X = [Gτ1 Gτ2 1]





S1

S2

(1n ⊗
∑Q

q=1 bq)]



 (12.9)

The synchronization to the common code used by several users simultaneously
and subsequent data estimation is in general possible if τi 6= τj for i 6= j and by
implementation of a common code that has a low autocorrelation property.

Note that even if two users utilize the same spreading code and completely over-
lap in time it is still possible to separate both overlapping users and detect their data
sequences. In that case the linear dependency between Gτ1 and Gτ2 reduces the rank
of the code matrix, i.e., [Gτ1 Gτ2 ] → [Gτ1,2 ]. As a consequence, data blocks S1

and S2 merge into a single block S = S1 + S2 changing (12.9) to

X = [Gτ1=τ2 1][S
T

(1n ⊗
2∑

q=1

bq)]
T

.

Estimating the packet offset delay τ1 = τ2 we can reconstruct Ĝτ1 and subsequently,
as in (Section 11.3) obtain an estimate of the data matrix Sest. Considering only the
mid block row of Sest (as in figure 10.11) we get S̃est. Finally, S̃est can be modeled
as

S̃est = [A1ŝ1
1 + A2ŝ2

1, · · · ,A1ŝ1
n + A2ŝ2

n] , (12.10)
where Aq : M ×M collects the channel coefficients of user q = 1, 2. Performing the
vectorization of each M × M block of S̃est yields

S̃est,vec = [vec(A1ŝ1
1 + A2ŝ2

1), · · · , vec(A1ŝ1
n + A2ŝ2

n)]

= [a1 a2]

[
ŝ1
1 ŝ1

2 · · · ŝ1
n

ŝ2
1 ŝ2

2 · · · ŝ2
n

]

= [a1 a2]

[
ŝ1

ŝ2

]

,

where ŝ1 and ŝ2 are of size 1 × n and collect data symbol estimates of user 1 and
2, respectively. Further, a1 is obtained by stacking vertically the columns of Ai.
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After performing the singular value decomposition of S̃est,vec vectors â1, â2 and data
symbols vectors ŝ1 and ŝ2 can be estimated from the column and row span of S̃est,vec.
This approach fails only in the case when A1 = αA2 where α is a scalar, but this has
an extremely low probability of occurrence as each user propagates through a different
channel. Matrix [a1 a2] should be tall and full rank which put the constraint on the
maximal number of users R < M 2.

12.5 Application in UWB networking

The ability to achieve high resolution packet offset estimation in a multi-user environ-
ment in a fast and computationally simple way is of crucial interest for the subsequent
step of data symbol estimation. Imagine the scenario of a UWB ad hoc network where
users need to exchange their codes at the moment they join the network. The simplest
way to solve this problem is to implement a common code known to all the users in
the initialization phase as presented in the previous section. In existing wireless net-
work protocols a data packet is considered to be lost if several users simultaneously
use the same code which is known as the packet collision problem. Nevertheless, the
structure and the design of the TR-UWB scheme will allow us to avoid the collision
problem. In TR-UWB systems different users propagate through different channels
creating distinct correlation matrices Aq . The impact of the correlation matrices can
be viewed as an additional coding introduced by the channel itself and is applicable to
solving the collision problem in a simple way, as presented in Section 12.4.

12.6 Simulations

In this section we test the resistivity of the proposed synchronization scheme to the
multiuser interference. In accordance to this approach we consider a noiseless sce-
nario. We define the signal to interference ratio (SIR) as SIR = 10 log(P1/PI). P1

represents the energy of a single data symbol of the user of interest i = 1 at the re-
ceiver after the filtering with a bandpass filter of 4−10GHz step at the receiver side. As
each data symbol is spread over Nc chips and further over Nd frames containing two
pulses (a doublet) the signal energy can be expressed as P1 = 2NdNc

∫
[h1(t)]2dt,

where h1(t) is the channel corresponding to the user of interest i = 1. PI =
∑Q

i=2 Pi

collects the energy Pi of all interfering sources i = 2, · · · , Q. An example of a single
user signal in the noiseless case, after propagation through the channel and subsequent
filtering at the receiver is presented in figure 12.3(a). Further, in figure 12.3(b), a mix-
ture of three users corresponding to SIR = −10dB is depicted. Note that for both
figures, the x-axis represents the number of samples, where sampling is performed at
a rate of 10ps. From figure 12.3 we can see that the signal of the user of interest i = 1
is completely buried in the superposition of two interfering signals.
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Figure 12.3: Received signal of the user of interest (a) and the mixture of three users
at the receiver side (b) for the signal to noise ratio SIR = −10dB.
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In figure 12.4, we present the recovery failure rate versus the signal to interfer-
ence ratio. Any packet offset estimate τ̂ that does not fit into the range τ − Tc/2 <
τ̂ < τ + Tc/2 is considered to be a failure. The chosen interval is considered to pro-
vide sufficient recovery of the energy after the deployment of a decorrelating receiver.
Initially, we choose a TH and CDMA code. A Gold code sequence of length Nc is
chosen for the latter one. Both codes remain unchanged in all Monte-Carlo runs. In
each run, a new set of channels as well as packet offsets is assigned to each of the
users and is kept the same for all the values of the SIR changed in steps of 5dB.
Ns = 30 stands for the number of data symbols within a transmitted packet. The
oversampling rate P = 3 equals the number of frames (doublets) per chip. Delays
used in the time hopping scheme are chosen to be D1 = 1 ns, D2 = 2 ns, and D3 = 3
ns. In figure 12.4, the solid, dashed and dash-asterisked line corresponds to the two,
three and four user case, respectively. The performance of the algorithm drops by in-
creasing the total number of users. This can be explained by an augmented influence
of the cross-correlation terms as the number of users increases. However, in the four
user case, the algorithm exhibits a low failure rate even in the event of SIR = 0dB,
i.e., in the case the energy of the signal of interest equals the energy of all interfering
sources. This issue could be improved by a selection of user codes that would have
low cross-correlation properties for any code offset.

Figure 12.5 describes the standard deviation of the estimates of τ , i.e., τ̂ . The
y-axis depicts the deviation expressed as a fraction of the chip duration Tc. Due to
the fact that packet offsets of all users are randomly chosen in each Monte-Carlo run
and to the unresolvable ambiguity related to the initial sampling point, the ’3 user’
scenario has a slightly degraded performance compared to the other scenarios.

In this chapter we have developed a multiuser data model based on the assumption
that the cross-correlation terms that arise at the output of the autocorrelation receiver
may be neglected (treated as noise). For the given multiuser data model we have ver-
ified the ability of our high resolution synchronization scheme to estimate the offset
of the user of interest. The algorithm has shown the excellent performance in the
presence of multiuser interference. In addition, we have shown the capability of our
synchronization and detection scheme to combat the packet collision problem. There-
fore it can be used for fast initial code exchange in multiuser asynchronous TR-UWB
ad hoc networks.



12.7 Conclusions

In Part II of the thesis we considered a transmit-reference UWB system where a refer-
ence pulse is transmitted next to the information pulse. Both pulses propagate through
the same multipath channel. At the receiver side the received signal is passed through
a bank of delays and subsequently integrated. In this manner computationally com-
plex channel estimation process is avoided but the energy smeared by the channel
is collected. Accomplishing the correlation and integration steps in analog domain
the need of sampling the received signal at Nyquist rate (∼ (10 − 100)GHz) is side-
stepped. The sampling of the signal is performed just after the integration step, now at
a rate much lower that Nyquist ∼ (10−100)MHz that can easily be achieved with the
current state of technology. Thus, transceiver properties of the presented TR-UWB
system (low power consumption, low-complexity, sampling below the Nyquist, data
rates up to 100Mbps) gives it great potential in the actual telecom market.

Appart from an advantageous TR-UWB transceiver design signal processing is-
sues raised questions whether a synchronization and detection can be achieved in an
efficient way. In Part II we have developed a data model for a packet oriented asyn-
chronous TR-UWB system. For this model we have designed a subspace-based syn-
chronization scheme that performs over a block of received data and provides a single-
shot solution. Thus, a widely spread (and computationally demanding) approach of
an exhaustive search for the best match of the user’s template to the received data se-
quence is avoided. In the simulations we have seen that our synchronization scheme
provides high resolution packet offset estimates and that it outperforms the exhaustive
search approach. It also proved the superior synchronization capabilities in a multiuser
environment. In the last Chapter we discussed the ability of our synchronization and
detection scheme to resolve a packet collision problem even in cases multiple users
simultaneously deploy the same spreading code.
Simplicity, computational efficiency, excellent performace in asynchronous multiuser
environments and the ability to resolve the packet collision problem make our syn-
chronization and detection scheme highly applicable in the networks without any
centralized control, i.e., ad hoc Personal Area Networks and Wireless Local Area
Networks.



176



Summary

A mobile asynchronous ad hoc network should be organized such that it enables con-
nection of mobile users without the use of a base station. Multiple users (devices)
randomly join the network and may transmit data packets at the same time. In current
systems, with multiple co-channel users if two packets are overlapping both are lost
and have to be retransmitted. Obviously, this transceiver scheme will break down if
the number of users becomes too large. To overcome the collision and interference
problems we propose transceiver schemes where each user is assigned a specific code.
The code is used to identify the user and also to determine the beginning of the data
packet within an analysis window.

In this work, we consider two cases:

• A narrowband system – To combat interference in an uncontrolled environ-
ment, we propose to introduce a small antenna array at the receiver side. The
desired transmitter can then be separated from the competing signals by com-
bining antenna outputs (beamforming or interference nulling). To distinguish
desired user from the interfering sources a small, known modulus variation
(color code) is inserted over a constant modulus (CM) signal. The code is a
superimposed training sequence, which multiplies the transmitted signal with-
out increasing the transmission rate. These features facilitate subsequent user
separation and suppression of the interfering sources. We propose combined
blind synchronization and detection schemes for a narrowband system that can
comply with existing Bluetooth and WLAN standards. Here, blind refers to the
fact that the transmitted data sequence is unknown.

• An ultra wideband (UWB) system – is a carrier-less wireless communication
system where the information is transmitted using narrow pulses (each shorter
than a ns). These pulses have extremely wide bandwidth and thus can be used
to establish high data rate (∼100Mb/s) communications at short distances (or-
der of 10m). The system studied in this thesis is a ”transmit reference impulse
system, where data is transmitted using pairs of pulses which captures the en-
ergy of a rich multipath channel by means of correlation and integration at the
receiver side. There is no need for channel estimation and the sampling rate is
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highly reduced facilitating synchronization and symbol estimation. Two types
of codes are combined to distinguish multiple users – time-hopping defined by
the distance between the pulses and a polarity code– similar to the codes used
in CDMA.
In the second part of the thesis we have derived the algorithm for combined
blind synchronization and data symbol estimation in transmit-reference UWB
(TR-UWB) systems. This synchronization scheme allows for fast data exchange
between users in an ad-hoc UWB network.



Samenvatting

Een mobiel asynchroon ad hoc netwerk moet zo georganiseerd worden dat het
meerdere simultane gebruikers toelaat zonder centrale sturing door een basisstation.
Meerdere gebruikers (apparaten) kunnen op hetzelfde moment data-pakketten vers-
turen. In huidige systemen heeft in het geval van twee overlappende pakketten het
verlies van beide pakketten tot gevolg—zij zullen opnieuw verzonden moeten wor-
den. Als het aantal gebruikers te groot wordt bezwijkt dit systeem. Om dit probleem
op te lossen stelt dit proefschrift een systeem voor waar iedere gebruiker een speci-
fieke code toegewezen krijgt. De code identificeert de gebruiker en markeert ook het
begin van een datapakket in een observatie-interval.

In dit proefschrift bestuderen we twee gevallen:

• Een smalbandig systeem – Om storing in een niet-gecontroleerde omgeving
te verminderen stellen we voor om een klein antenne-array bij de ontvanger
te installeren. De gewenste zender kan dan van de overige signalen geschei-
den worden door de antennes te combineren (bundelvorming of nulsturing).
Om de gewenste gebruiker te onderscheiden van de overige signalen geven we
zijn constante-amplitude signaal een kleine, bekende, amplitudevariatie (“kleur-
code”). De multiplicatieve code is een vorm van training, zonder dat de ben-
odigde datasnelheid groter wordt. Deze code maakt het mogelijk en makkelijk
om signalen van meerdere gebruikers te scheiden en hierop te synchroniseren.
We stellen een blind synchronisatieschema voor dat compatibel is met bestaande
standaarden zoals Bluetooth en WLAN. “Blind” betekent hier dat de verstuurde
datareeks onbekend is.

• Een ultra wideband (UWB) systeem – Dit is een draadloos communicatiesys-
teem dat zonder draaggolf werkt, de informatie wordt verstuurd door middel van
korte pulsen (korter dan een ns). Hierdoor hebben de pulsen een extreem brede
bandbreedte, waardoor het mogelijk is om hoge transmissiesnelheden (orde 100
Mb/s) te halen over korte afstanden (orde 10 m). Het systeem dat in het proef-
schrift bestudeerd wordt is een “transmit-reference impuls” systeem, waarbij
data verstuurd wordt door middel van puls-paren. De energie van een rijk mul-
tipad kanaal kan verzameld worden door correlatie en integratie aan de ont-

179



vangstzijde. We beschouwen twee soorten codes om meerdere gebruikers te
onderscheiden – time hopping, waarbij de afstand tussen de twee pulsen wordt
gevarieerd, en polarity code, vergelijkbaar met de codes in CDMA.
In het tweede deel van het proefschrift leiden we een algoritme af voor gecom-
bineerde blinde synchronisatie en data-detectie voor transmit-reference UWB
(TR-UWB) systemen. Het algoritme maakt hoge transmissiesnelheden mo-
gelijk tussen gebruikers in een ad hoc UWB netwerk.
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