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Abstract—In (Statistical) Static Timing Analysis, one of the work in [3] has been extended in [5] by exposing internal
crucial steps in gate level design flow, delay modeling hasnodes as virtual ports to model the internal states of the
focused on gate-level models. However, the black-box property ¢q| - Al these works attempt to optimize GLMs to maintain
of the gate-level models introduces limitations for the accuracy
of timing analysis, especially in nanometer technology. In this acceptable accuracy for all types of gates. Unfortunqthty,
paper, we present an efficient transistor model (Xmode|) to faCt that GLMs are b|aCk-b0X mOdels, Where the Intel’nal
build up gate models, which, benefiting from transistor-level structure of the gates is hidden, is the essential root of all
details, is independent of input waveform, output load and circuit these issues.
structures. Additionally, the proposed model provides both high Clearly, an efficient modeling and waveform evaluation ap-

accuracy and efficiency in comparison with Spice/Spectre for all . o .
analysis scenarios including multiple-switching, and for all cell proach that is accurate within a few percent of Spice/Spectr

types including cells with high stacks. We also present a statistical Uniformly for all gate types and arcs, is required for nanteme
extension of the proposed model (SXmodel) since the parametertechnology. Combined with advanced algorithm and proper
variations are not negligible any more for nanometer technolo- tilization of available computer resources, it becomescpr
gies. Using General Threshold (GVT) library in Nangate 45nm ieq) 1o yse transistor-level cell models in multi-milligates

package, experiments showed high accuracy and efficiency of the .
proposed gate modeling and waveform evaluation methodology. STA runs [6]. In nanometer technology, however, the sophis-

Keywords- transistor-level, gate modeling, timing analysist,icated transistor model (e.g. BSIM4) evaluation domigate
statistical, parameter variation. and dramatically slows down the Spice/Spectre simulation,

which makes it impractical for timing analysis. Therefoas,
l. INTRODUCTION efficient and accurate transistor model is a key component
The simulation of logic gates, the basic blocks of digitdbr transistor-level waveform evaluation for timing ansib/
circuits, is of paramount importance in macrocell/bloclach In this well-studied field, it has been recognized that LUT-
acterization and (statistical) static timing simulati®/$TA). based models combined with advanced interpolation methods
By using gate-level models (GLMs) such as CCS [1] anchn provide both accuracy and speed.
ECSM [2], SISTA calculates delay and slew much faster The 3D tabular drain-current model for a single transis-
ignoring accurate waveform information. GLMs model delator for precise circuit simulation [7] and the corresporglin
and slew as a function of input slew and output effectiveonotonic piecewise cubic interpolation method demotestra
capacitance(. ) for a given cell arc and store the characthe speed [8] and accuracy [9] advantages of the LUT-based
terized data in lookup tables (LUTSs) or polynomial funcBon model, in both digital and analog applications, in comparis
In nanometer technology, however, the intrinsic limitatof to the conventional analytical models. The LUT-based nwdel
GLMs significantly affect the S/STA accuracy and efficiencyrave also been used for RF circuit simulation [10], SOI devic
Firstly, the simple saturated ramps can no longer reprakent [11] and timing analysis [6], [12], [13]. In the LUT approach
input signals since the shape of signal waveform starts to thee exact behavior of the device is accounted for without
affected by process variations and other variabilitieshsag any approximations, and thus the long and difficult anadytic
crosstalk noise. Secondly, GLMs fail to work with a multifpo model development phase is avoided. Furthermore, the LUT
coupled interconnect load because the load is simplified aagproach is independent of technologies since the data are
modeled only byC. ;. Additionally, GLMs fail to efficiently measured or simulated from sufficiently accurate models. In
capture multi-input switching (MIS) and internal chargkeefs general, the transistor model requires accurate repiegsamt
for high-stack and complex cells. Not modeling MIS for timin of both the transistor’s current sources and the intringjzac-
would result in as much a€)0% error in stage delay and slewitances. Nowadays, the analytical model [12] or a singlee&al
calculation [3]. [6] are still the dominant methods for capacitance modeling
Lately, intensive research efforts are being made to addréiansistor-level timing analysis, which is either too cdicgted
the above issues. With recent proposals of optimized GLMs, too simplified. The LUT approach is a potential alterrativ
there is a clear trend to sacrifice some performance, modily capacitance modeling for the accuracy and computation
adding complexity, to improve accuracy. In [3] and [4], gatéme trade-off [14].
delay and output slew are modeled as a function of nodeln most well-known circuit simulation programs (e.g.
voltages to capture full waveforms and MIS scenario. THgpice), a numerical integration method is used to convert



the nonlinear differential equations to nonlinear algabramodel. The physical properties are accurately represdmed
equations for time-domain waveform evaluations, and théimose parameters, however, the huge amount of computation
Newton-Raphson (NR) method is applied for the nonlinedime makes it impractical for fast timing analysis. In order
solver. Since the NR method requir€®® conditions (first capture the main effects while still maintain the simple- for
and second derivatives of the system are both continuousilas, we previously proposed a BSIM4-based simplified an-
the interpolation method suitable for LUT approach has beaiytical model in [15] for 45nm PTMLP technology. Although
developed. Linear interpolation is not recommended for NfRis model is accurate and efficient for most of the standard
method since it only meet€® condition. The monotonic cells, the accuracy of the model in [15], when applied to the
piecewise cubic interpolation method was originally pregb high-stack complex gate cells is limited due ip:whenV,,
in [8] and has been widely used in this field. Although thes smaller thari/;;, by a small amount],, is under-estimated;
interpolation method assures both the smoothness and tfethe effect ofV},, on some parameters like mobility, early
monotonicity of drain current, it also introduces comptexi voltage, etc. is ignored except,,. Avoiding approximating
and longer simulation time. A simple and fast piecewisedinedata to expressions, the model proposed in this paper addres
interpolation and corresponding compatible nonlineavesol these issues by directly using measured or simulated data.
could provide both accuracy and speed advantages. Moreover, in comparison with advanced analytical modéis, t

In this paper, we propose an accurate and technologyoposed table-based model gains significant speed adeanta
independent transistor model (Xmodel) and its statistical by using the efficient interpolation and extrapolation noelh
tension (SXmodel) for gate modeling and a waveform evadnd resourceful implementation of LUT sizes.
uation methodology. In our model, each transistor in a gateln nanometer technology;;, is not only a function of/;,,
is represented by the Xmodel composed of a DC currdnmtt alsoV,,, which implies that D LUT for I, with entries
source and a set of intrinsic capacitances. Additionallyalgo Vg, andV,, — V4, is not practical. The influence df,; on I,
introduce the construction method for LUTSs, as well as thig not just represented By;;, which is assumed independent of
waveform evaluation algorithm for timing analysis. Theesiz V,, [7]. In the Xmodel, we use &D LUT for I;, determined
of tables are optimized according to the specific charatiesi by three operating voltage$y,, Vi, and Vi,.
of current and every capacitance in the model. A discrete
waveform model, piecewise linear interpolation and specifi
extrapolation methods combined with Broyden’s nonlinear
solver guarantee the efficiency of the waveform evaluation.

Il. ACCURATE LUT-BASED TRANSISTOR MODEL

The proposed statistical SXmodel represents each transist
by a nominal current sourdg;, a statistical current sourde,
caused by process variations and five parasitic capac#ance
which have statistical parts with respect to any statiktica
parameters of interest as well. The SXmodel representation
is shown in Fig. 1, where\,, is the process variation vector.

The nominal current sourcé;s(¢) and capacitances without A simple piecewise linear interpolation method is adopted
process variations compose the proposed Xmodel. for current continuity and computation saving (section. Il|
Ol For memory-capacity and accuracy trade-offs, the tablessiz
Go T || ——D and extrapolation method are optimized. The (V,s, Vis)
e Coaltdy) characteristics have almost the same shape under different
Vgx__c,s(t,g,)) ‘Q GD Vas Vis whgn _Vbs is not glose to the_supply voltage,_ implying
; ¢ w(® st dy)| a possibility of reducing data points corresponding Q.
-1 m— For constantV,,, I, displays different nonlinearity in three
Vhs+_l_ Cody) C””’(A”)T operating regions as showr_1 in Fig. 2. _In the I!near region,
the currentl,, increases rapidly along with;; while shows
B nearly linear dependence af, with relatively much slower
slope in the saturation region. In the cutoff region, howgve
the current is close to zero and shows a weak relationship
) ] ] with Vg, and V. Therefore we choose more datapoints
A. MOS transistor drain current modeling along the operating voltag&;, when V,, < V,4/2 and 3-5
Generally, the MOS transistor drain currefi) is modeled datapoints for largeV,,. Similarly, we select fewer datapoints
by compact models like BSIM4 at 45nm and below. With sewalong the voltagd/,; whenV,, < Vi;9 — 0.2. According to
eral hundred process parameters, BSIM3/4 determines draim experiments);,, — 0.2 is an efficient turning point to
current and sixteen intrinsic capacitances by solving dexp capture the current from subthreshold to strong inversida.
equations, which are functions of the process parameténgin observe that selecting 15-25 datapoints along the opgratin
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Fig. 2. The nonlinear properties of minimum-sized NMOS device
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Fig. 1. The proposed SXmodel for gate modeling



voltages Va5, Vys) and 5-10 sample points fdr,s provides timing analysis [12] - [17]. In [6], the constant capacitanc
an extremely accurate transistor current model justifyimg values based on the initial state (cutoff or linear state)used
storage requirements. for the entire transition, assuming the capacitances infiee
In the 3D tables, the range for every operating voltage e output waveform mostly at the beginning. However, the
[0, Vaa]. A value outside the range is determined as followingissumption would result in deviations at the end of the
1. The value, which is in [Vig,+oc]jy,, and tran§itionZ adding errors for _output slew due to the_ strong
[Vid, +00]|v, .|, is extrapolated by using the boundaryionlinearity of capacitances in 45nm and below. It is clear

condition and boundary value. from Fig. 3 that the capacitance in the cutoff region is much
2. The value if—oo, 0]y, and [Vaq, +00]v,, ) is fixed to smaller than that in the linear region.
the boundary value to avoiding reverse current. In order to improve accuracy while still maintaining good
3. The value in[—oc, 0]y, | is approximated to zero. computational efficiency, Xmodel treats the five capacianc
gs

We generate a continuous piecewise linear surface fdfferently. The gate capacitances,, Cyq and Cyp use2D
the current curve using trilinear interpolation [16], whits LUTs while constant values are characterized for junction

very inexpensive compared with explicit model evaluatiof@Pacitances’s, and Cy,. Strictly, the gate capacitances are
and monotonic piecewise cubic interpolation [8] or splinf/nctions of Vi, Vi, and Vi, like I;. According to our
cubic Hermit interpolation [9]. Note that the derivativetae OPservation, however, the difference between gate capeeis
current is not continuous. As a consequence, the model is Abfnaximum(V;;| and minimum| Vi, | is within 3/2 times. As
optimized for NR method. In that sense, to find the appropriat "eSult, we select 20 LUT model for gate capacitances. On
solution, the nonlinear solver proposed in section Ill-Bigs 2verage, the junction capacitances are two orders of maignit
the derivative calculation at every iteration by repladingith ~ Smaller than gate capacitances, and normally,is negligible

finite difference approximation. compared to output load, so using constant values for them
_ _ _ promises fast performance without accuracy loss. For éabul
B. Transistor capacitance modeling gate capacitances, 5-15 datapointd/jn andV,, can provide

The transient response of a combinational logic gate $sfficient accuracy. Bilinear interpolation is used for egat
sensitive to the transistor intrinsic capacitances in thie.glf capacitances. When operating voltadgs| or [V,| is outside
the intrinsic capacitances are not modeled accuratelerttoe  the rangef0, V4], the value is fixed to the boundary value.
introduced can a_lccum_ulate when the transient pulse Pro¥®OR-  gatistical extension of Xmodel (SXmodel)
through the logic chain. GLMs model a gate capacitance to . )

a constant valueC,;;, ignoring the nonlinear property of In_adqm(_)n to the_ nominal values_ fc_Jr the dc cgrrent source
the intrinsic capacitances hidden in the gate. One way ggd intrinsic capz_iutances, th_e_s_tgnstlcal extension rmbiel
model nonlinear intrinsic capacitances is to represeninthdSXmodel) contains the sensitivities of these model elémen
as voltage-dependent terminal charge sources (BSIM4). TNy statistical parameter of interest. The statistiesicdp-
sixteen capacitances of a transistor are computed from fipn of the current and the intrinsic capacitance in SXmodel

charge byCi; = 9Q,/dV; at every time step, where ar€ evaluated as:

and j denote the transistor terminals. Although this method ) R

may be the most accurate by means of sophisticated cha?@%AP) = Jas +0i, (Ap) = las + Apr, lr=pio * B

formulations, the performance and characterization nuati m =1

would be problematic for S/STA. — I+ ZXk A, 1)
k=1

= 0C;
x10" Cj(Ap) = Cjio+ Z T]‘szpko By,
i1 9Pk

Saturation tneary )}

= Cijo+) G- A, )
k=1

wherepy, is the k;;, random parameter which is the sum of
nominal valuep, and random variablé, with zero mean )
and same standard deviatiar) @spi. A, is the the parameter
deviation from the nominal valug, sampled from¢. x and¢
are the sensitivities of current and capacitance to thessta
Fig. 3. Non-linearity properties of' ;4 of a 45nm NMOS transistor ~ parameters respectiveli.;o in (2) is the nominal value of the
jn Capacitance in Fig. 1. The variablés omitted in (1)-(2)
In the 45nm node and beyond, the intrinsic capacitanéer notational simplicity. Note that the correlations argahe
becomes increasingly nonlinear. As an examglg; is shown statistical variables are submissive to accuracy-speeie{off.
in Fig. 3. In order to accurately capture the capacitances,The numerical sensitivity is characterized by perturbimg t
analytical models still play a dominant role in transidirel statistical parameter being modeled above and below+ery.




its nominal value. Assume the statistical parameter ictife it has only first order accuracy and may cause oscillatiohdf t
channel lengthk) with o7, = 10% x ur, = 5nm. Fig. 4 shows system is complex. We use trapezoid rule predictor-casrect
the approximated current when A, = 3nm by using the method which is explicit and has second order accuracy.
proposed SXmodel, which is sufficiently accurate comparedThe NR method shown in Eq. 3 is employed by most

with the drain current-€) simulated from Spectre. simulators like Spice to solve the nonlinear system.
Ip+1 = Tn — () (NR) 3)

wherez,, andx,,; are the approximated roots at thg, and
(n+1),, iterations respectivelyt’(x,,) denotes the derivative

of function f at then,, iteration. NR linearizes the nonlinear
elements and solves the resulting linearized circuit tinezby
until a convergence condition is achieved. Theoreticditly,
has a quadratic rate of convergence with an initial estimate
in the vicinity of the exact solution. In NR method (Eq. 3),
both f(x,) and its derivativef’(x,) need to be evaluated

Standard cell libraries today consist of hundreds of ceff§ every iteration. For nonlinear devices, the runtime ¢sst
with many process corners. Therefore, GLMs require a Sig(_anerally the CPU time required to evaluate the device model
nificant amount of CPU time to characterize all the standaffd all of the related partial derivatives. With advancedae
cells. The proposed transistor-level gate model has modBdels (€.9. BSIM4) having several hundred parameters, thi
characterization requirements: it only needs to charizet¢gne @SK tUrns out to be very expensive and dominates the overall
unique transistors in the cell library. It is also worth miening  "untime [19], especially for small to medium sized circu
that iz; and the gate capacitances are roughly proportiontQIe other hand, LL_JT—based tranS|§tor model significantly re
to W/L and W L, respectively, which gives the possibility toduces the complexity of the model itself. Unfortunatelyedt

limit ourselves to only a few table models for each MOS typ&!S€ Of table-based model to speed up the waveform evaluation
with the NR-based algorithm is less efficient, since it reggsii

[1l. WAVEFORM EVALUATION ALGORITHM high-order spline methods for continuous and smooth partia
Waveform representation and propagation are two essengdarivatives [8] - [9]. In order to solve the above issues, we
steps for timing analysis. In this section, we first presentuilized the nonlinear system solver based on the Broyden’s
waveform approximation method. Based on the approximatiomethod [16]. In contrast with NR, Broyden’s method avoids
method, we present an algorithm to generate and propagatedfrivative calculation by replacing it with the finite difesce
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Fig. 4. Current accuracy using the SXmodel

waveform for timing analysis. approximationJ}:

A. Waveform Approximation Tng1 = Tn—J () (Broyden)
Traditionally, the saturated ramp is widely used for wave- 7 flzn) — flzn_1) 4

form representation in S/STA to achieve high speed. However no= Ty — Tyl )

this model is too simple to accurately compute the transient

response of complex logic gates and the real shape affectedNe iterations for both methods are shown in Fig. 5. As
by noise and parasitics. The accumulated error introduged $£€n from Fig. 5, Broyden’s method could reach the solution
the ramp model makes it unsuitable to estimate the transidith as few iterations as NR method. In theory, the order of
response after propagating through several logic gates. ~ convergence in Broyden's method is abaui2. Although the

In this paper, we use discrete values of the waveforfider of convergence is smaller than the quadratic connesge

to approximate the waveform. At every defined time steﬁf NR method, the cost of one Broyden iteration is relatively
the voltage value is calculated or sampled. The time stepcidéaper. As mentioned above, the NR method additionally

adaptively changed to assure efficient and accurate ctitmula requires continuous device model derivatives in order mdav
divergence. This continuity is usually considered in atiedy

B. Time-domain waveform evaluation transistor models at the expense of extra parameters arel mor
In general, for transistor level time-domain analysis, moadomplicated equations, and in table-based models by spline
ified nodal analysis (MNA) leads to non-linear ordinary difeubic interpolation. Furthermore, NR method can also pearfo
ferential equations or differential algebraic equatiopstesms a slower convergence rate with a step-limiting or damping
that, in most case, is transformed to a non-linear algebraicheme that controls the solution update [20]. By avoiding
system by means of numerical integration methods [18]. Aerivative evaluation, Broyden’s method alleviates thyunes-
every integration step, a Newton-Raphson-type methockis thments for table-based transistor models and thereforessave
used to solve the nonlinear algebraic system. Although tkignificant computation time. The convergence of Broyden’'s
Backward Euler method has been widely used in GLM-basetkethod is better than successive chord method in [12] which
S/STA because it leads to simpler nonlinear algebraic Bystegreatly depends on the slope value used for all iterations.
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Fig. 5. Upper: NR method; Bottom: Broyden’s method

In order to accurately evaluate the waveform during transi-
tion while keeping computational efficiency at the same time
we use a dynamic time step algorithm based on the finite
difference approximation of the output. As initial condiis
are crucial for fast convergence of Broyden’s method, therig. 6.
initial conditions are calculated or checked (if given) het
beginning.

IV. RESULTS

The effectiveness of the proposed approach was evaluated
on several most commonly used standard cells using GVT
library in the latest Nangate 45nm package [21]. The Xmodel
and waveform evaluation algorithm were implemented in
MATLAB. After reading the netlist, the transistors in any
circuit are replaced by the proposed Xmodel and then the
MNA equations are constructed by parsing the netlist. The
equations are solved by means of our waveform evaluation
algorithm explained in section Ill. For the comparison [msg,

—-—- Vinter_Xmodel| - - -
Vout_Xmodel
Vinter_BSIM4
-~ Vout_BSIM4
Vin

Voltage (V)

— — - Vinter1_xmodel
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Vout_BSIM4
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— — - Vinter_xmodell

Vout_xmodel
Vinter_BSIM4
— = -Vout_BSIM4

15
time (ns)

Fig. 7. Simultaneous multi-input switching

In Table I, we compare the delay and output slew evaluation

BSIM4 analytical drain current model is also implemented insing our Xmodel and transistor-level Spectre simulatising
Matlab. Generating 23 points to approximdtg curve using BSIM4 model for several standard cells from the Nangate
BSIM4 I;, model needsls, approximately 40 times slower45nm library. Using the table-based Xmodel demonstratgls hi

than using Xmodel. In the simulations, we selectédps
input slew and.5ns time period.

The upper figure in Fig. 6 shows the voltage waveform at
the output of a NAND2X1 standard cell for a timing arc
from the middle transistor on the stack. The middle and lbotto
figures in Fig. 6 show the waveform evaluation accuracy using
Xmodel for XOR2 X1 and AOI211 X1 cells respectively. It is
worth noticing that even the internal node voltage waveform
can be accurately evaluated in our algorithm.

Fig. 7 shows the accuracy of Xmodel when used in a
multi-input simultaneous switching scenario. The sinialat
consists of NAND2X1 standard cell where both inputs are
rising at the same time. Fig. 8 shows the waveform evaluation
and comparison of a NAND41 standard cell with 4 inputs,
indicating the accuracy of Xmodel for high-stack cells.

accuracy for standard cells. In the simulations, the outpad
is 20f F' for all the cells except INV which uses f@'. The

Voltage (V)

| = = Vinter1_xmodel |
~ — Vinter2_Xmodel
— — Vinter3_Xmodel
Vout_Xmodel
Vout_BSIM4
— = Vinter1_BsiM4 | |
— — Vinter2_BSIM4
— = Vinter3_BSIM4
in

Waveform evaluation of the NANDX1 cell



relative errors of falling delay and falling output slew kit tables are considered and optimized for current source and
respect to Spectre are similar to the rising delay and slewtrinsic capacitances differently to maintain high aemyrand
Our analysis shows that we are withifiolof Spectre for both efficiency. We also showed the capabilities of the stasitic
delay and slew calculation. The rising and falling delay anektension of the Xmodel. The experimental results showed
output slew errors for simultaneous multi-input switchiofy high accuracy and efficiency of the proposed SXmodel and
multi-input standard cells in the library are also withifc,l waveform evaluation algorithm compared with the transisto
indicating excellent ability to deal with multi-input gatevith level Spectre simulation using BSIM4 model in different
high stack effects. standard cells and arcs for Nangate 45nm technology.
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