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The classicaltime-invariantHankel-normapproximationproblemis generalizedo the

time-varyingcontext. The input-outputoperatorof a time-varyingboundedcausallinear

systemactingin discretetime may be specifiedasa boundeduppertriangularoperatorT

with block matrix entriesT;;. ForsuchanoperatorT, we will definethe Hankelnormasa

generalizatiorof thetime-invariantHankelnorm. Subsequentlywve describeall operators
T’ which arecloserto T in (operator)normthansomeprespecifiecerrortolerance’, and

whoseuppertriangularpartadmitsa staterealizationof minimal dimensions.The upper
triangularpartof T’ canberegardedasthe input-outputoperatorof a causaltime-varying
systemthat approximates in Hankelnorm.

1. INTRODUCTION

For time-invariantsystemsthe Hankelnorm approximatiorproblem(its minimal degree
version)readsasfollows [1]. Let T(2) = to+t;z+1t,22+- - - bein the Hardy spaceH.,, and
definethe HankeloperatorHr = [ti++1]{j-o. Then,for a predefinecerror tolerancey, find
a transferfunction Ty(2) for which rankHr, is minimal, suchthat |Hr-, || < y. Recall
thatthe rank of Hy is the systemorderof T, i.e., the minimal numberof statesthat are
requiredin a staterealizationof T(z). A fundamentatesult, provenin [1], is thatthere
existsanapproximantl, for which the statedimensionis equalto the numberof singular
valuesof Hr which are largerthan y. The generalizationto time-varyingsystemswas
derivedby theauthorsin [2]. In this presentationwe will emphasizeneof theresultsin
this paper namelythe fact that all Hankel-normapproximantsare describedoy a certain
chain-fractionrepresentation.

2. DEFINITIONS AND PRELIMINARY RESULTS

Define the spaceof non-uniform/,-sequencess follows. Let M; OO N \ {e}, for aII
integersi, andfor eachi definethe vectorspaceM; = CM. Then M = ... x M; x.
a spaceof sequencesvhoseentriesare vectorsof non-unlformdlmensmnsand

= {xOM:||x|2 <o}

%In U. Helmke e.a., editor, Systemsand Networks: MathematicalTheory and Applications(Proc. Int.
SymposiumMTNS-93); volume 2, pp. 895-898,Regensbig, Germany 1994. AkademieVerlag.



is the spaceof suchsequencesvith boundedtwo-norm. Suchsequencesvill represent
signalsin our theory The spaceof boundedperatorsT = [Tj]{j-_,, With entriesT;; which
areM; x N; matricesactingon suchsequencess

X(MN) = [ - 4.
We also definethe spaceof upperoperatorsas
Z/{(J\/t,./\/') = {T OX: Tij =0,i <]}

andlikewise, the spaceL of lower andD of diagonaloperatorss defined. An operator
T 0O X(M,N) can be regardedas the input-outputoperatorof a time-varyingsystem
acting on non-uniform sequences:an input sequenceu [0 /2 is mappedby T to an
outputsequencey = uT 0 £, The sequencgT;]iZ_, (thei-th row of T) is the impulse
responseo animpulseattimei, andhencefor anLTI system,T hasa Toeplitzstructure.
In the presentnotation,a causalsystemhasan input-outputoperatorT [ /.

An operatorT [0 I/ hasa time-varyingstaterealization{ Ay, By, Cy, Dk} %, if its block-
entriesaregiven by

0, P>
Ty = {4 Di, i=]j
BiA+1 - AaG, <]

A realizationis calledstrictly stableif limn_ . sup || A+1A1 - - - Ainl|Y" < 1. In this case,
the multiplicationy = uT, with u =[--- W uw ---Jandy=1[-- Yo Y1 ---]is
equivalentto the setof equations

X1 = XAk + UkBx K=...
Yk X Cy + Dy

in which x is introducedasthe state. Note that statedimensionsheednot be constant.
In orderto determinerealizationswith minimal statedimensionswe associatdo an
operatorT 0/ (or T O X) the collection of operators{H}>, which are submatricef
T:
Ttk Theket
He = [Teikiliizo = | Tk2k T2k

The Hi play the samerole asthe Hankeloperatorof T in thetime-invariantcase although
they do not possess Hankel structure.In particulay

Theorem 1 ([3]) Let T O i, dk := rankH < o (all k). ThenT admits a realization
{A, Bx, Cx, Di}=, where Ay : di x d+1. This realizationis minimal.

In view of this theorem we definestatedin{T) := [rankH,]>,. We call T locally finite if
all entriesof this sequencarefinite.



3. HANKEL NORM APPROXIMATION

The Hankelnormof T O A is definedas

I Tl = supl|Hel.

The Hankelnormis a seminorm,and weakerthanthe operatomorm, as submatricesof
a matrix have smallernorm thanthe matrix itself.

The time-varyingHankel-normapproximatiornproblemcanbe formulatedasfollows.
Given T O U and a diagonalparameteroperatorl” [0 D (I' > 0 andinvertible), find
T’ 0 X suchthat

@) ITHT-T)| = 1,
(2) statedinfT’) is minimal (pointwise).

ThenT, := (upperpartof T’) canbe calleda Hankel-normapproximanof T of minimal
statedimensionas|| T (T-Ta) [[n = | THT-T)u < || FHT-T) | s 1.

Theorem 2 ([2]) Let T O U be locally finite and have a strictly stable realization.
Partition the singular valuesof (Hrar)k as (ov)ix < 1, (o.)ix > 1, and supposethat
sug (o+)ik < 1, infix(a)ik > 1. LetN¢ bethe numberof elementsf the set{(a-)ik}i.
Thenthere existsan operator T’ [1 X" satisfying

@) r¥ -1 =< 1,
(2) statedinfT’) < [Nd]Z,.

It is possibleto showthat statedinfT’)x < Nx cannotoccut A suitableT’ can be con-
structedby the following recipe[2]:

1. DetermineaninnersystemU [ ¢/ (satisfyinguU"” = |, U™U = I) suchthatUT" [ /.

2. Interpolation constructa J-unitary operator® 0O I/ (satisfying @7J,0 = J,,
©J,0" = J; for certainsignatureoperatorsl; , 0 D) suchthat

[UY -TH Y e = [A" -B10[U U].

3. DefineT' =FO;5B"” = T-T(0,053)U.

To outlinethe proofthatthis T’ satisfiesthe two conditionsin the theorem et usremark
thatunderthe posedconditionson ' T one canconstructthe operatordJ and®. In ad-
dition, onecanshowthat|| ©,,033 || < 1 sothat|| F(T-T’)|| < 1. Finally, it is nothard
to seefrom T/ = TO;5B'" with @55 0 X andB’" 0 £ that statedinfT’) < statedinf®35).
With moreeffort, one showsthatthereexistsa © for which statedinf®5)x = Nk, sothat
alsothe secondrequiremenof the theoremis fulfilled.

U and © can be computedusing state spacetechniques,and in this way a state
realizationof T, canbe obtained[2]. A suitable® canalsobe computedby a recursive
generalizedSchurprocedurd4].



4. ALL APPROXIMANTS

The nextissueis to determineall T’ [0 X' satisfyingthetwo conditionsin theorem2. The
solutionwill bethatall suchT’ aregivenby T’ = T+'SU, whereSis givenby a linear
fractional transformationof © and a free parameterS., which is upperand contractive
(the previoussolution is obtainedby settingS. = 0). In particular the following two
theoremshold true, showingthat more, resp.all approximantsare obtained.

Theorem 3 ([2]) LetT O, ' 0D beasin theoem?2 anddefineU, © as before, where
statedinﬁ@ggbk =N¢. Let§ OU, || S || <1 PutS= (@113_ - @12)(@22 - @213_)_1 .
ThenT’:=T+TISU satisfies (1) ||[FX(T-T)| < 1,
(2) statedinfT’) = [N]% -

Theorem 4 ([2]) LetT,I,U,® beasintheoema3. LetT’ O X beanyoperatorsatisfying

@) (r¥ -1 =< 1,
(2) statedinfT’) < [Nd]=,.

DefineS= U(TID— TEDF'l and§ = (@118+ @12)(@21S+ @22)_1. Then

SUu s =1,
S = (OuS ~01)(O2-029)™.

In fact, statedinfT’) = [Ny]>,,, sothatthereareno approximant®f orderlessthan[Ng]%, .
In this paper we will only provide an outline of the proofs. It is straightforwardto
showthat, in boththeorems,||S || <1 = ||S|<1 = F}T-T)| <1. Themain
point to provein thefirst theoremis that T’ hasstatedimensionsas specifiedandin the
secondtheoremthatS [12/. Theseproofsarerelated;the line of reasonings asin [5],
althoughthe winding numberargumentis to be replacedby the following proposition:

Proposition 1 ([2]) LetAD Y, AT O X; X O X, || X] <1
Let N = statedinflower partof A™)/. Then

statedinflower partof (I — X)"2A™) = Ng + px
iff statedinflower partof A(l = X)), = p«-

The applicationof this propositionto theorems3 is as follows. PutA = Oy, X =
0209, foranyS OU, || S || < 1. Then(l = X)*A™ = (02 - ©,,5) 1. Hence

statedinflower part of ©33)'= Ny and ©,, - 0,5 O U
0  statedinflower partof (02— ©,15) ) = Nk.

Thisimpliesthat T = (A’S_ +B’)(02,~- 0,15 )* hasstatedinflower partof T 1)<
Nk. A similar agumentgivesequality
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