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The classicaltime-invariantHankel-normapproximationproblemis generalizedto the
time-varyingcontext.The input-outputoperatorof a time-varyingboundedcausallinear
systemactingin discretetime maybespecifiedasa boundedupper-triangularoperatorT
with block matrixentriesTij . For suchanoperatorT, we will definetheHankelnormasa
generalizationof thetime-invariantHankelnorm. Subsequently, we describeall operators
T
�
which arecloserto T in (operator)normthansomeprespecifiederrortoleranceΓ, and

whoseuppertriangularpartadmitsa staterealizationof minimal dimensions.The upper
triangularpartof T

�
canberegardedasthe input-outputoperatorof a causaltime-varying

systemthat approximatesT in Hankelnorm.

1. INTRODUCTION

For time-invariantsystems,theHankelnormapproximationproblem(its minimal degree
version)readsasfollows [1]. Let T(z) = t0 + t1z+ t2z2 + ����� be in theHardyspaceH∞, and
definethe HankeloperatorHT = [ti+j+1]∞

i,j=0. Then,for a predefinederror toleranceγ, find
a transferfunction Ta(z) for which rankHTa is minimal, such that

�
HT−Ta

�
≤ γ. Recall

that the rank of HT is the systemorderof T, i.e., the minimal numberof statesthat are
requiredin a staterealizationof T(z). A fundamentalresult,provenin [1], is that there
existsanapproximantTa for which thestatedimensionis equalto thenumberof singular
valuesof HT which are larger than γ. The generalizationto time-varyingsystemswas
derivedby theauthorsin [2]. In this presentation,we will emphasizeoneof theresultsin
this paper, namelythe fact that all Hankel-normapproximantsaredescribedby a certain
chain-fractionrepresentation.

2. DEFINITIONS AND PRELIMINARY RESULTS

Define the spaceof non-uniform � 2-sequencesas follows. Let Mi ∈ |N ��� ∞ � , for all
integersi, andfor eachi definethe vectorspace	 i = |CMi . Then 	 = ���
� × 	 i × ����� is
a spaceof sequenceswhoseentriesarevectorsof non-uniformdimensions,and

���2 = � x ∈ 	 :
�
x
�

2 < ∞ �
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is the spaceof suchsequenceswith boundedtwo-norm. Suchsequenceswill represent
signalsin our theory. Thespaceof boundedoperatorsT = [Tij ]∞

i,j=−∞ with entriesTij which
areMi × Nj matricesactingon suchsequencesis



( 	 , � ) = [ �
�2 → ���2 ] .

We alsodefinethe spaceof upperoperatorsas

�
( 	 , � ) = � T ∈



: Tij = 0, i < j �

and likewise, the space� of lower and � of diagonaloperatorsis defined.An operator
T ∈



( 	 , � ) can be regardedas the input-outputoperatorof a time-varyingsystem

acting on non-uniform sequences:an input sequenceu ∈ � �2 is mappedby T to an
outputsequencey = uT ∈ � �2 . The sequence[Tij ]∞

j=−∞ (the i-th row of T) is the impulse
responseto animpulseat time i, andhence,for anLTI system,T hasa Toeplitzstructure.
In the presentnotation,a causalsystemhasan input-outputoperatorT ∈

�
.

An operatorT ∈
�

hasa time-varyingstaterealization � Ak,Bk,Ck,Dk � ∞
−∞ if its block-

entriesaregiven by

Tij =

��� �� 0 , i > j
Di , i = j
BiAi+1 �
��� Aj−1Cj , i < j

A realizationis calledstrictly stableif limn→∞ supi

�
Ai+1Ai+1 �
��� Ai+n

�
1/n < 1 . In this case,

the multiplication y = uT, with u = [ ����� u0 u1 ����� ] and y = [ ����� y0 y1 ����� ] is
equivalentto the setof equations

xk+1 = xkAk + ukBk

yk = xkCk + ukDk
k = ����� , 0, 1, �
��� ,

in which xk is introducedasthe state.Note that statedimensionsneednot be constant.
In orderto determinerealizationswith minimal statedimensions,we associateto an

operatorT ∈
�

(or T ∈



) the collectionof operators� H k � ∞
−∞ which aresubmatricesof

T:

Hk = [Tk−i−1,k+j]∞
i,j=0 =

���
�

Tk−1,k Tk−1,k+1 �����
Tk−2,k Tk−2,k+1

...
. . .

����
� .

TheHk play thesameroleastheHankeloperatorof T in thetime-invariantcase,although
they do not possessa Hankelstructure.In particular,

Theorem 1 ([3]) Let T ∈
�

, dk := rankHk < ∞ (all k). Then T admits a realization� Ak,Bk,Ck,Dk � ∞
−∞ where Ak : dk × dk+1. This realizationis minimal.

In view of this theorem,we definestatedim(T) := [rankHk]∞
−∞. We call T locally finite if

all entriesof this sequencearefinite.



3. HANKEL NORM APPROXIMATION

The Hankelnorm of T ∈



is definedas

�
T
�

H := sup
k

�
Hk

�
.

The Hankelnorm is a seminorm,andweakerthanthe operatornorm, assubmatricesof
a matrix havesmallernorm thanthe matrix itself.

The time-varyingHankel-normapproximationproblemcanbe formulatedasfollows.
Given T ∈

�
and a diagonalparameteroperatorΓ ∈ � (Γ > 0 and invertible), find

T
�
∈



suchthat

(1)
�

Γ−1(T − T
�
)
�

≤ 1 ,
(2) statedim(T

�
) is minimal (pointwise).

ThenTa := (upperpart of T
�
) canbe calleda Hankel-normapproximantof T of minimal

statedimension,as
�

Γ−1(T − Ta)
�

H =
�

Γ−1(T − T
�
)
�

H ≤
�

Γ−1(T − T
�
)
�

≤ 1 .

Theorem 2 ([2]) Let T ∈
�

be locally finite and have a strictly stable realization.
Partition the singular valuesof (HΓ−1T)k as (σ+)i,k ≤ 1 , (σ−)i,k > 1 , and supposethat
supi,k (σ+)i,k < 1 , inf i,k (σ−)i,k > 1 . Let Nk bethenumberof elementsof theset � (σ−)i,k � i .
Thenthere existsan operatorT

�
∈



satisfying

(1)
�

Γ−1(T − T
�
)
�

≤ 1 ,
(2) statedim(T

�
) ≤ [Nk]∞

−∞ .

It is possibleto show that statedim(T
�
)k < Nk cannotoccur. A suitableT

�
can be con-

structedby the following recipe[2]:

1. DetermineaninnersystemU ∈
�

(satisfyingUU∗ = I, U∗U = I) suchthatUT∗ ∈
�

.

2. Interpolation: constructa J-unitary operatorΘ ∈
�

(satisfying Θ ∗J1Θ = J2,
ΘJ2Θ∗ = J1 for certainsignatureoperatorsJ1,2 ∈ � ) suchthat

[U∗ − T∗Γ−1] Θ =: [A
�

− B
�
] ∈ [

� �
] .

3. DefineT
�
= ΓΘ−∗

22B
� ∗ = T − Γ(Θ12Θ−1

22)
∗U.

To outlinetheproof that this T
�
satisfiesthe two conditionsin the theorem,let us remark

thatunderthe posedconditionson Γ−1T onecanconstructthe operatorsU andΘ. In ad-
dition, onecanshowthat

�
Θ12Θ−1

22

�
< 1 sothat

�
Γ−1(T−T

�
)
�

≤ 1. Finally, it is not hard
to seefrom T

�
= ΓΘ−∗

22B
� ∗ with Θ−∗

22 ∈



andB
� ∗ ∈ � that statedim(T

�
) ≤ statedim(Θ−∗

22).
With moreeffort, oneshowsthat thereexistsa Θ for which statedim(Θ−∗

22)k = Nk, so that
alsothe secondrequirementof the theoremis fulfilled.

U and Θ can be computedusing state spacetechniques,and in this way a state
realizationof Ta canbe obtained[2]. A suitableΘ canalsobe computedby a recursive
generalizedSchurprocedure[4].



4. ALL APPROXIMANTS

Thenextissueis to determineall T
�
∈



satisfyingthetwo conditionsin theorem2. The

solutionwill be thatall suchT
�
aregivenby T

�
= T+ ΓS∗U, whereS is givenby a linear

fractional transformationof Θ and a free parameterSL, which is upperand contractive
(the previoussolution is obtainedby settingSL = 0). In particular, the following two
theoremshold true, showingthat more,resp.all approximantsareobtained.

Theorem 3 ([2]) Let T ∈
�

, Γ ∈ � beas in theorem2 anddefineU, Θ asbefore, where
statedim(Θ−∗

22)k = Nk. Let SL ∈
�

,
�
SL

�
≤ 1. Put S= (Θ11SL − Θ12)(Θ22 − Θ21SL)−1 .

ThenT
�
:= T + ΓS∗U satisfies (1)

�
Γ−1(T − T

�
)
�

≤ 1 ,
(2) statedim(T

�
) = [Nk]∞

−∞ .

Theorem 4 ([2]) LetT, Γ,U, Θ beasin theorem3. LetT
�
∈



beanyoperatorsatisfying

(1)
�

Γ−1(T − T
�
)
�

≤ 1 ,
(2) statedim(T

�
) ≤ [Nk]∞

−∞ .

DefineS= U(T
� ∗ − T∗)Γ−1 and SL = (Θ11S+ Θ12)(Θ21S+ Θ22)−1. Then

SL ∈
�

,
�
SL

�
≤ 1 ,

S = (Θ11SL − Θ12)(Θ22 − Θ21SL)−1 .

In fact, statedim(T
�
) = [Nk]∞

−∞, so that thereareno approximantsof orderlessthan[Nk]∞
−∞.

In this paper, we will only providean outline of the proofs. It is straightforwardto
show that, in both theorems,

�
SL

�
≤ 1 ⇔

�
S
�

≤ 1 ⇔ Γ−1(T − T
�
)
�

≤ 1. The main
point to provein the first theoremis that T

�
hasstatedimensionsasspecifiedandin the

secondtheoremthat SL ∈
�

. Theseproofsarerelated;the line of reasoningis as in [5],
althoughthe winding numberargumentis to be replacedby the following proposition:

Proposition 1 ([2]) Let A ∈
�

, A−1 ∈



; X ∈



,
�
X
�

< 1.
Let Nk = statedim(lower part of A−1)∗

k. Then

statedim(lower part of (I − X)−1A−1)∗
k = Nk + pk

iff statedim(lower part of A(I − X))∗
k = pk .

The applicationof this propositionto theorem3 is as follows. Put A = Θ22, X =
Θ−1

22Θ21SL, for any SL ∈
�

,
�
SL

�
≤ 1. Then(I − X)−1A−1 = (Θ22 − Θ21SL)−1. Hence

statedim(lower part of Θ−1
22)

∗
k = Nk andΘ22 − Θ21SL ∈

�
⇒ statedim(lower part of (Θ22 − Θ21SL)−1)∗

k = Nk .

This implies thatT
� ∗Γ−1 = (A

�
SL +B

�
)(Θ22−Θ21SL)−1 hasstatedim(lower part of T

� ∗Γ−1)∗
k ≤

Nk. A similar argumentgivesequality.
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