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Abstract—The performance of many very high bit rate digital
subscriber line (VDSL) systems is limited by the effects of crosstalk
among the wires in a bundle. For the downstream, a precoder can
compensate for this, provided that some crosstalk channel infor-
mation is available at the transmitter. In this paper, we investigate
the issue of precoder design based on a particular type of feedback:
itis assumed that each receiver sends back the (complex) sign of the
noise on the symbol detection as a way to provide the needed infor-
mation on crosstalk channels. We derive an algorithm that makes
use of this limited information in an adaptive way to iteratively
compute the precoder. The performance of the proposed algorithm
is extensively analyzed, both with theoretical evaluations and sim-
ulation results. The algorithm is also compared to other solutions,
showing the efficient performance for the limited amount of over-
head it requires.

Index Terms—Adaptive algorithm,
crosstalk, precoding, vectored DSL.

channel estimation,

I. INTRODUCTION

UE to the use of higher bandwidths and shorter loops, the

FEXT (far end crosstalk) is becoming the main degrada-
tion in some DSL systems such as VDSL2 (very high bit rate
digital subscriber line). For this reason, a number of precance-
lation techniques have been designed to decrease the effect of
FEXT [1]-[4] in downstream, using the coordination at the cen-
tral office (CO) or optical network unit (ONU). A suitable pre-
coder is introduced on the vector of transmitted symbols. These
methods assume that a good estimate of the crosstalk channel
matrix is available. Essentially, the precoder is the inverse of
this matrix.

We focus on downstream in this paper, as the upstream issue
is simpler to solve. Due to the nature of the DSL network, the
transmitters in the downstream are collocated and can be “co-
ordinated” at the central office, while the receivers are physi-
cally separated and thus are uncoordinated. To be able to com-
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pute the precoder, combined knowledge on the crosstalk channel
characteristics of each transmitter towards each user is required.
Thus, it is necessary to centralize the available information that
is present only distributed at the independent receivers. This re-
quires feedback from the receivers.

One straightforward way to solve the problem is to use a set
of pilot symbols, sent periodically, to perform the tracking of
the downstream channels at the CPE. An example of this so-
lution, applied to the VDSL system is analyzed in [5]. In [6], it
is proposed to simplify the precoder to its off-diagonal elements
only, and an LMS tracking algorithm is proposed that converges
to the optimal off-diagonal solution. This is also essentially a
pilot-based solution. These methods use part of the useful bit
rate as pilot symbols and, in addition, the information about the
estimates needs to be sent back to the CO periodically to update
the precoder. So this may lead to a large overhead. In order to try
to limit this overhead, some methods have been proposed that
only require to feedback the sign of the error samples (slicer er-
rors) at the receiver [7], [8]. The entire estimation processing is
transferred at the central office. Recently, it has also been pro-
posed in [9] to use SNR measurements, introducing small per-
turbations on the transmitted signal, and observing their effect
on the received SNR, seen from the CPE side.

In this paper, we revisit the method that was briefly described
in [8], and that is based on the feedback of the sign of the error
samples from the receiver. In this method, the transmitter uses
the combination of the feedback and of the knowledge of the
transmitted symbols to iteratively compute the precoder. We
propose a modified version of the algorithm that considerably
decrease the complexity with respect to what was presented
in [8], and we analyze the performance of the proposed (sim-
plified) method. Approximate performance expressions are de-
rived to quantify the potential of the method, and they are com-
pared to simulation results to be validated. It is shown how these
expressions can also easily be used to help setting the parame-
ters of the method. Finally, the performance is compared to other
existing methods.

II. SYSTEM MODEL

A. Channel Model and Precoder

We consider a DSL environment where DMT modulation is
employed. Itis also assumed that the cyclic prefix is long enough
and that the individual user signals are transmitted synchro-
nously from the CO (central office) so that after DMT demodu-
lation the channels (including crosstalk) are free of intersymbol
interference and intercarrier interference. The considered model

1053-587X/$26.00 © 2010 IEEE
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Fig. 1. Principle of the structure for the iterative precoder algorithm.

is depicted in Fig. 1. All operations can be applied tone-wise so
we focus on one given tone only. There are N lines in the binder.
The information symbols to be transmitted by the different users
are denoted by u;, ¢ = 1, ..., N and are grouped into a vector
u = [u ... un]T. The variance of the symbols on line 7 is de-
noted by 012“. For simplicity, we assume some normalization of
the symbols so that 012” = 1 on all lines. For the tone of interest,
the channel model is written as

y =Cx+n. (D

Here, x and y are INV-dimensional vectors of transmitted and
received samples with entries corresponding to the different
users (or equivalently, to the different lines). C is the N x N
channel matrix for this tone, and n is the vector of noise sam-
ples at the different receivers. The additive noise is assumed
to be Gaussian with independent elements. The noise variance
for user (receiver) 4 is denoted by o2 ;. In the model (1), the
diagonal entries of C correspond to the line transmission (also
called direct channel later in this paper), the off-diagonal en-
tries correspond to crosstalk channels. The off-diagonal entries
are always much smaller than the diagonal entries in the row
(row-wise diagonal dominance).

Because the receivers are not collocated, the ¢th receiver only
has access to the ith entry of y for detection and/or estimation
purposes. To mitigate the effect of crosstalk in advance, the CO
uses a precoder. We assume a linear precoder as presented in [1]
and [4], and later improved in [3]. To this end, the CO designs
a precoding matrix F and sends

x = Fu 2)
on the different lines. A normalization needs to be imposed on
the precoder to ensure that each line gets a fixed transmitting
power. Therefore, each line of the matrix F must have a power
equal to 1. In [1], [3], and [4], the precoder design is such that
the combined precoder-channel matrix CF is diagonal, or

Fy=aC™'Cy A3)
where the notation C; denotes the diagonal matrix formed by
keeping only the diagonal entries of C, and where « is a normal-
ization factor that allows to fulfil the power condition described
above. In most cases, the coefficient « can be approximated to
1. The computation of this precoder requires an estimate of the
crosstalk channel matrix.

When the precoder is active, a new overall model can be ob-
tained to take into account the presence of the precoder:

y=Hu+n
H =CF.

“
&)

B. Sign Feedback

As mentioned above, the algorithm studied here is based on
a limited feedback (sign of the noise on the decisions). Even
though the information content of this coarsely quantized signal
is low, it is shown in [7] that it is sufficient to provide a reason-
able estimate of the channel and hence it should also be suffi-
cient to compute the precoder directly. The feedback used can
be seen as a replacement for the pilot tones, requiring less bit
rate than what is consumed by the pilots, but using upstream
instead of downstream. Note that in practice, it will not be nec-
essary to feedback every symbol on every tone. The crosstalk
channels are varying slowly and it is thus acceptable to feedback
the symbols once in a while only. In this section, the model of
the feedback is first described. The algorithm is derived in the
next section.

The principle of the feedback used in this scheme is the fol-
lowing. The received symbols on line ¢ at the tone of interest is
given by

yi = Hiu; + Z Hijuj +n;
J#i

(6)

where H;; is the corresponding entry in the matrix H. After
frequency equalization, assuming this equalization is accurate,
the following decision variable is obtained

ﬂi,:url-ZH

ij
i

;
U; + —. 7
Hi 7 Hy
The decision u; is taken as the closest symbol in the constel-
lation. It is assumed that the decision is correct with very high
probability. At the receiver, the decision noise (that is the noise
that was present on the decision variable) is computed as

N ~

Vi = Uj — Uyq- (8)
Finally, the principle used in this method is to feedback the sign
of the decision noise (both real and imaginary parts):

08" = sign(v;).

&)
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Regrouping all the users simultaneously, it can be written as

y=Cx+n=CFu+n (10)
=Hu+n (11
a=H'y (12)
v=t-u= (H;'CF-I)u+H;'n (13)

where I denotes the identity matrix. As stated earlier, the no-
tation H, indicates the diagonal matrix constructed from the
diagonal entries of H.

III. ALGORITHM DERIVATION

We consider an adaptive update algorithm for the precoder,
without resorting to explicit crosstalk channel estimation and
inversion. To this end, we first have to select an objective func-
tion. In [8], a derivation was presented using the minimization
of the mean square of the residual crosstalk interference at the
receiver, under a fixed transmitted power constraint. The deriva-
tion based on this objective function however requires a few
strong assumptions and leads to a complex algorithm. In this
paper, we present another derivation, based on a slightly dif-
ferent criterion, which only relies on the diagonal dominance
and uses standard methods. The obtained algorithm can be seen
as a slightly modified version of the one in [8], but with a consid-
erably lower complexity. The similarities and differences will be
discussed in more detail below. It is however important to note
that in practice, both versions exhibit identical performance.

The criterion used here aims at perfectly removing the
crosstalk after precompensation (or equivalently diagonalizing
the channel). Mathematically, this is also equivalent to zeroing
out the correlation between the noise after detection v and the
transmitted symbols u. Hence, the following objective function
can be used

J(F) = E[vuf] (14)
where “E[-]” denotes the expectation operator, and superscript
“H» the complex conjugate transpose. In this expression, v is
dependent on F. As expected, if the diagonalizing precoder F
(3) is used, we obtain J(Fg) = 0. The algorithm will itera-
tively try to find the roots of the criterion (14), thereby zeroing
the remaining crosstalk. Note that it is very similar to the or-
thogonality principle used for the minimum mean square error
criterion.

In order to find these roots, we first investigate the expression
of the criterion, and apply a few simplifications based on the
property of (row-wise) diagonal dominance:

15)
(16)

J(F)=E[(H;'CF —I) uu” + H; 'nu”|
= (H;'CF -1)

where the symbol variance o2 has been assumed to be unity
on all lines. Matrix H depends on the precoder F. However,
because of the diagonal dominance, we have c;; > c;; for all
j # 1, and because we aim at diagonalizing H = CF, the
precoder must also exhibit diagonal dominance: f;; > f;; for
all j # 4. Due to the normalization of the precoder (in order to
avoid any power increase), it means that f;; =~ 1 for all lines
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1. Based on these considerations, the following approximation
holds very accurately: Hy =~ C,. It comes that the criterion

J(F)=C;'CF -1 (17)
is linear in F'.

This is a matrix criterion, and as such, imposes N 2 conditions
simultaneously. By using diagonal dominance again for both
matrices C and F, each individual entry J;; of the criterion
can be further simplified to the dominant terms. For instance,
nondiagonal entries, ¢ # 7, become:

| X
Jij Zfzcikfkj (18)
Rt
Cz'j
~ fij + s (19)

Clearly, in first order, all entries of the criterion function J(F)
are independent, and are linearly related to the corresponding
entry of the precoder matrix F. This means that the algorithm,
whose aim is to find the zeros of the criterion, can work in-
dependently on all entries of the precoder matrix. In addition,
since the criterion is (approximately) linear, the application of a
simple stochastic gradient method leads to the following update
equation:

F<k + 1) = F(k> — HMd,nosign [V(/{;)uH<k)] nd (20)
where F(k) denotes the precoder at iteration &, where (14 nosign
is a diagonal matrix containing the stepsizes for the different
lines. Each line has its own stepsize.

The final step to obtain an algorithm that uses the sign feed-
back, which is the only information available at the CO in our
setup, is to simply replace the detection noise samples v(k) by
their sign v8" (k). The proposed algorithm is thus

F(k+1) =F(k) — pg [V (k)u” (k)] _, 1)
with a different set of stepsizes. Making this replacement
in (21) means that we assume that both expressions pro-
vide the same values, in expectation, up to a constant:
E[vuf] = K,E[sign(v)u®] for some fixed diagonal ma-
trix K. This is not exactly true. However it can be shown,
using the example of a Gaussian constellation, that it is closely
followed when the residual crosstalk is low. More impor-
tantly however, it is easy to show that the two expectations
have the same zeros. In other terms, a precoder that nulls out
the interference and satisfies E[vuf] = 0 will also satisfy
E[sign(v)u®] = 0 and inversely. The algorithm based on
sign feedback should therefore converge to the same precoder
solution. The complexity of this update (21) is low since it only
involves one multiplication with the stepsize per line, plus one
multiplication with a bit of sign per line.

The similarity with the algorithm version proposed in [8] is
obvious:

F(k + 1) = (k) - pB =7 (k) [V (b (1)],  (22)

nd
That algorithm however requires a matrix inverse operation of
the current precoder F (k) at each step, which is clearly too com-
plex to be used in practice. It has been shown above that the
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precoder itself exhibits diagonal dominance (and is in fact very
close to the identity matrix). The new version of the algorithm
simply replaces uF (k) by a fixed diagonal matrix. Doing so, it
also gains in generality by allowing the different lines to have
different stepsizes. As is shown below, this allows us to tune the
performance more efficiently. Once again, it is important to note
that, for equal stepsizes, the two versions of the algorithms have
identical performance in all practical scenarios investigated.

IV. PERFORMANCE EVALUATION

In this section, we present theoretical analyses of the pro-
posed algorithm (21). The basic tool used here for measuring
the performance of the algorithm is the evolution of the residual
interference during the updates of the precoder. The matrix of
residual interference is given by

R=H,!CF-1 (23)
It measures how well the crosstalk is suppressed by the pre-
coder. If we focus on a given line ¢, we can observe the evolution
of the residual interference vector

r; = [Rip Rii-1 Rii Rin-1]
which is line ¢ of the residual interference matrix R from which
the diagonal element has been removed.! Ideally, this vector
should get close to zero as quickly as possible. Inserting the up-
date (21) into the definition of the residual interference, it fol-

lows that

(24)

R(k+1) = R(k) — H;'Cpy [v*e"(k)u” (k)] (25)

nd’

Thanks to the diagonal dominance, the behavior of each line can
be approximated by

ri(k+ 1) ~r;(k) — pH; Cuol® (k) a (k)
rori(k) — v} (k)a' (k)

(26)
27

where p; is the stepsize for line < and where a1 denotes the vector
of symbols u from which the i*" entry was removed. The last
line comes by assuming that H;; ~ C};, as already shown above.
Using this approximation, we essentially decouple the algorithm
among the different lines. Each line can thus be analyzed sepa-
rately. By taking the expectation of the second term in (27), it
is possible to compute the average effect of the update equation
on the residual interference for the line of interest. This expec-
tation depends on the constellations used for the symbols u; on
the different lines. In order to compute this, we approximate the
probability distribution of the symbols with Gaussian distribu-
tions. In that case, it can be shown that (time index % is dropped
for simplicity)

2 Tij
=—0= (28)
Vi P o7 IO
for i # j. The evolution of the residual interference vector is
then given by (on average, and for normalized symbol variance
02 = 1 on all lines)

E [v%"u;]

3

_ 2p r;(k) '
VL Jeik) P + 02, /1l

I‘i(k + 1) = I‘L(k) 29)

IThis element is always zero by definition of the matrix R.
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It is interesting to analyze this formula. It generates different
behaviors whether the system is in acquisition or in tracking. In
acquisition, the crosstalk is dominant |r;(k)|* > o2 /|Ciil%,
and the evolution is well approximated by

2p;
/e
It means that the amplitude of the residual interference coef-
ficients decrease linearly. It is thus very important to choose
the stepwise wisely. Equation (30) allows us to do so if a target
number of symbols is fixed and the initial level of interference
is known (see below). In tracking, the noise is dominant and the
evolution is well approximated by

2
2u; |Ci
Iri(k + 1)) = |ri (k) (1 - \;% b%) (31)

2
= [r:(k)|? (1 - %\/S&NR,;) (32)

where “SalNR;” denotes the signal to additive noise ratio for
line ¢, that is the ratio between the power of the received signal
and the noise not taking into account the influence of crosstalk
(or in other terms, the SNR that would be reached if all crosstalk
was removed perfectly).2 In our model it is given, for line ¢, by

oo |Ciil? _ |Cii|?
o2 ’

s

ri(k + 1] = |ri (k)] - (30)

SELNR,L' =

33
In this tracking case, the evolution is exponential. Both behav-
iors are well confirmed by simulations as it is shown later on,
but they provide average behavior only.

Asymptotically, the residual interference does not cancel out
completely. The asymptotic performance is evaluated by taking
the expectation of the square norm of (27), and then assuming
that the variance of the residual interference asymptotically sta-
bilizes to a constant value

Btk + V| =B [In(k)?]. (34)
The computation of all expectations is tedious but straightfor-
ward and is skipped here. Finally, we obtain the following vari-
ance in asymptotic behavior:

It can be seen that this depends on the SaNR of the line. Hence,
in practice, it is useful to consider different stepsizes for the
different lines as suggested in (21). All the results here are given
for normalized symbol variance (02 = 1). If the variance is not
unity, stepsize(s) need to be scaled accordingly.

(35)

V. SETTING THE STEPSIZES

The various analytical results presented above enable to ef-
ficiently choose the stepsizes on the different lines. Two con-
flicting objectives need to be taken into account. The stepsize

2We use this notation here as the term “SNR” is sometimes used with or
without taking into account the crosstalk. To avoid any ambiguity we make a
clear distinction between SaNR which only takes into account the additive noise
and SINR which also takes into account the effect of crosstalk.



LOUVEAUX AND VAN DER VEEN: ADAPTIVE PRECODING FOR DOWNSTREAM CROSSTALK PRECANCELATION IN DSL SYSTEMS

needs to be large enough to guarantee a fast convergence in ac-
quisition, and small enough to obtain a good asymptotic perfor-
mance. Following the performance analysis derived above, each
line can be studied independently. It is assumed that the SINR
for each line, before any precoding is applied, is available at the
transmitter. This should practically always be the case, as sys-
tems using crosstalk cancelation will also use rate adaptation,
which requires the knowledge of the SINR at the transmitter.

For the convergence aspect, the average behavior given by
(30) can be used. Assuming that the initial SINR on line ¢ is
mostly limited by crosstalk (which is the worst case), we have
|r;(0)|* =~ 1/SINR;, and in order to obtain a convergence in
roughly K., symbols, the stepsize must be set as

s VT
‘T 2I((‘,onv \4 SINRl

Obviously, if the crosstalk is lower than expected, the conver-
gence will even be faster. Regarding the asymptotic perfor-
mance, (35) is used, again independently for each line. Using
this requires a few additional assumptions. First it is assumed
that the central office has a rough idea of the SaNR on the
line of interest. We also define the target interference rejection
as a design parameter from the CO point of view. It sets the
desired level of remaining interference after convergence of the
algorithm at 7. times below the additive noise. Based on these
definitions, and on the asymptotic performance expression (35),
the desired stepsize is given by

(36)

2
(N — 1)T;.\/7v/SaNR;

Now this last value does not always satisfy the minimum con-
vergence speed required by (36). Hence, it might be useful to
use a varying stepsize, at least on the duration of the acqui-
sition, in order to satisfy both criteria simultaneously. In that
case, (36) needs to be satisfied on the average stepsize across
the K.ony sSymbols. The condition on asymptotic performance
obviously applies to the final value of the stepsize. Many de-
creasing patterns can be used as long as both conditions are ful-
filled. Note that a wrong guess of the SaNR on the line of interest
will not prevent the algorithm from converging, but the perfor-
mance might deviate from the expected value.

Wfini = 37

VI. SIMULATION RESULTS

To verify the performance of the algorithm in a standard
VDSL scenario, we investigate a situation with four interfering
users. Crosstalk channels are generated with a log-normal
model. The power, channel and noise conditions are set to
obtain different SNR (or more precisely SaNR) and crosstalk
levels. Unless otherwise stated, the different users all have the
same SaNR.

This paragraph presents a few simulations with the consid-
ered method. In all these simulations, we assume a system with
five users, but only two lines are shown. First, it is interesting to
point out that long acquisition times, as used in [8], are not nec-
essary. In fact, if the stepsize is chosen carefully, much quicker
acquisition can be obtained. An example of simulation is shown
in Fig. 2 for a situation where the SaNR is 40 dB and the ini-
tial interference is at 23 dB below the useful signal on all lines.
The evolution of the remaining interference (crosstalk) is shown
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Fig. 2. Example simulation (SaNR = 40 dB, initial crosstalk at 23 dB).

through the various iterations of the algorithm. The interference
is represented as a ratio (in decibels) with respect to the signal
power. The stepsize has been fixed according to (30) in order to
converge in roughly 300 symbols. Only two lines are shown. On
the chosen duration, the interference is rejected to almost 10 dB
below the noise.

Now we compare the theoretical performance expressions
given above with several simulations in order to validate them.
Fig. 3 compares the theoretical acquisition performance (dashed
curve) with the simulation in a case with high initial crosstalk
(SaNR = 40 dB, and the initial crosstalk is at 14 dB below
the signal). The performance prediction is quite accurate. Fig. 4
compares the theoretical and simulation results for the tracking
performance of the considered method. The 2 displayed lines re-
spectively have an SaNR of 30 and 25 dB. The initial crosstalk is
set below the noise to start in a tracking mode. Again, the match
between theory and simulation is very good. Finally, Fig. 5 pro-
vides a similar comparison for the asymptotic performance. The
horizontal dash lines represent the expected remaining level of
interference corresponding to the theoretical asymptotic vari-
ance of the residual interference E[|r;|?]. Even though there
remains a lot of variation, the predictions seem reliable. Note
that all simulations performed here use classical square constel-
lations. Despite the approximations of Gaussian symbols used
to derive the performance expressions, the prediction is still
accurate.

All simulations above have been done with fixed stepsize.
In practice a fixed stepsize is not necessarily the best choice.
As described above, a higher starting value will benefit from
a quicker acquisition, and the value can then be decreased for
better asymptotic performance. Fig. 6 compares the algorithm
behavior for an exponentially decreasing pattern (plain line)
with what can be obtained for fixed stepsizes (dashed and
dashed—dotted lines). The exponentially decreasing pattern
used here starts at ;4 = 2e — 3 and decreases to 4y = le — 4
around 500 symbols. It is then fixed for the remainder of the
algorithm. The algorithm has been run 15 times for each case
and the average behavior is represented. It clearly appears that
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Fig. 3. Comparison between predicted (dash line) and simulated acquisition
speed (SaNR = 40 dB, initial crosstalk at 14 dB).
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Fig. 4. Comparison between predicted (dashed line) and simulated tracking
speed.

the exponentially decreasing pattern has superior performance,
both in acquisition and asymptotically.

We also compare the performance of the proposed algorithm
with the estimation method based on pilot symbols. In the pilot-
based method, it is assumed that a given number K of pilot sym-
bols are sent (the synchronization sequence may be used for in-
stance) simultaneously on all lines. The received samples at the
different line outputs corresponding to these pilots are fed back
at the CO which computes the crosstalk coefficient estimates.
The pilot sequences are assumed to be decorrelated among the
different lines in order to perform the estimation efficiently. For
this method, the achievable performance, in terms of signal to
interference ratio on a given line ¢, can be shown to be well ap-
proximated by

KSaNR;
N

where N is the total number of lines.

SIR; = (38)
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asymptotic performance.
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Fig. 6. Comparison between fixed stepsize and decreasing stepsize.

Fig. 7 shows the comparison between the proposed algorithm
and the pilot method. The achievable interference rejection (in-
terference to signal ratio) is represented as a function of the
number of symbols used in the algorithm, for several situations
(SaNRs and initial interference). For the proposed method, con-
stant stepsize simulations are performed. The stepsize is opti-
mized independently for each possible number of symbols in
order to provide the best performance at the end of the given
duration. The value represented is the average interference re-
jection obtained over 20 simulations for the chosen stepsize.
As shown above, further improvements could be obtained by
choosing varying stepsize patterns. Three situations are repre-
sented. Dashed curves correspond to the pilot method and plain
lines are for the proposed method. The number of symbols used
in the pilot methods has been corrected by a factor of 8 to take
into account the fact that received symbols need to be fed back
with sufficient precision (typically 8 bits) instead of the 1 bit per
symbol in the proposed method. In the figure, the top curves are
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Fig. 7. Comparison between the proposed algorithm and the pilot methods.

for an SaNR of 20 dB (starting with crosstalk at 10 dB below
the signal) and the bottom curves are for an SaNR of 40 dB
(starting with crosstalk at either 10 or 30 dB below the signal).
It can be seen that the proposed method is more efficient than
the pilot method for moderate initial crosstalk. For high initial
crosstalk (middle curve), it takes longer to reach the good per-
formance region, although this could be corrected by the use of
varying stepsizes. Note that the proposed method can potentially
be faster as it is possible to feedback the sign on every symbol,
instead of only using the synchronization sequence as with the
pilot methods.

VII. CONCLUSION

We have studied a precoder design algorithm for decreasing
the effect of crosstalk in downstream VDSL systems. The al-
gorithm works on a per tone basis and assumes that each re-
ceiver send back the sign of the detection noise to the trans-
mitter. An adaptive algorithm has been derived that computes
the precoder iteratively using the information fed back by the
receivers, without the need to estimate the crosstalk channel as
an intermediate step. It has been shown by simulation that, de-
spite the various approximations used in deriving the algorithm,
it still provides good asymptotic and acquisition performance.
This performance has been extensively analyzed both theoret-
ically and with simulations. A comparison has been provided
with another possible method for crosstalk estimation and pre-
coder computation.
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