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ABSTRACT 
In this work, we propose a flooding-based routing protocol 
using network coding for underwater communications. Due to 
the high amount of duplicates that flooding-based protocols 
flood into the network, the sharing of information between the 
duplicates can improve the packet delivery ratio (PDR). Our 
simulations show that network coding increases the PDR, but 
a price is paid in terms of end-to-end delay and number of 
forwarded duplicates, with respect to other flooding-based 
protocols. In order to reduce the number of duplicates, while 
keeping the PDR and the end-to-end delay unchanged, we 
propose to upgrade the protocol with specific geographical 
information of the nodes. 
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1. INTRODUCTION 
Today, underwater applications need an extension from an 
underwater acoustic link to an underwater sensor network [1]. 
Due to the peculiarities of the acoustic links[2] – [5], efficient 
routing schemes must be found in order to deliver the packets to 
the destination and increase the packet delivery ratio (PDR). 
Some of them are summarized in [2] and [6]. Network coding 
(NC) has been proposed recently as a novel approach to increase 
the PDR in a sensor network [7], where each node does not 
simply store and forward the packets, but instead uses a store, 
encode and forward approach. Due to its benefits, in the last 
decade, linear NC has been proposed for underwater networks [8] 
–[10], where the output packets are linear combinations of the 
packets  presented  in  the  node’s  buffer. 

In this work, we propose a novel NC approach for underwater 
sensor networks. Our proposal fuses linear NC with the Dflood 
routing protocol [11]. These authors have proposed a duplicate 
reduction flooding-based routing protocol for underwater sensor 

networks. Considering that the number of packets flooded in the 
network is still high, even when using the Dflood rules,1 we think 
that sharing the information by NC will help the destination to 
receive enough independent packets (not only replicas) and 
retrieve the information. With respect to the other NC papers for 
underwater sensor networks, our proposal differs in some points. 
Instead of [8], our idea does not consist of overlapping NC over 
the considered protocol. Instead, we review the protocol’s   rules, 
in order to fully exploit the full NC potential. We further have 
developed our protocol for implementation in real scenarios, and 
not in a chain topology as in [9]. The difference from [11] is that 
our proposal does not assume that the packets to be encoded 
arrive at the same time at the next relays. Instead, they arrive with 
different and variable delay or some of the relays do not receive 
any packet due to the link losses. 

In our proposal, we have considered the linear NC scheme 
proposed in [13], where the g information packets of a generation 
that a source node has are linearly encoded   into   h   ≥   g   output  
packets. The selection of the encoding coefficient is done 
following the rules of [14], where each node in the network 
selects the coefficients in a random manner, uniformly distributed 
in 

2sF . In this way, all the operations are done independently and 

in a completely decentralized manner. However, selecting 
randomly the coefficients may lead to linearly dependent 
combinations, which happens with a probability related to the size 
of 

2sF [14], but [15] has shown that, in practice, s = 8 is sufficient 

to have a full-rank decoding matrix with very high probability. 
Considering that the coefficients are chosen locally at each node, 
the encoding vectors must be included in the packet headers in 
order to decode them and to allow for recursive encoding. 

The rest of this paper is organized as follows. In Section 2, we 
will present our proposal on using network coding in a flooding-
based fashion. The simulation setup and results are shown in 
Section 3, and the work will be concluded in Section 4. 

2. PROPOSED PROTOCOL 
For our protocol (NC-Dflood), we have considered that each 
packet has a hop count, a source and destination address, and a 
generation number. The combination of the last three forms a 
unique identifier for the packets of the same generation. We will 
call innovative packets those that are not linear combinations of 
the   packets   present   in   the   node’s   buffer   holding   the   same  
                                                                 
1 To the rules presented in [11], there should be added one rule 

which was inadvertently left   out:   “Forwarding   is   delayed  by   a  
time, TDupl, when a duplicate is received (with hop counter 
greater than that of the original  reception).”,  [12]. 
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identifier. On the other hand, the not-innovative packets are those 
that are linear combinations of the packets present in the  node’s  
buffer, as in [13]. When NC-Dflood is applied, each node in the 
network follows the following rules: 

x When a source node has g packets to send, it encodes them 
into h output packets, and sends them down to the MAC layer 
with hop count equal to one. 

x Each time a relay node receives a packet of a generation for 
the first time, i.e. an innovative packet, it will forward that 
packet after a random back-off time uniformly drawn from 
[Tmin, Tmax]. 

- If during this time another innovative packet arrives, the 
relay node will encode these two packets in two other 
packets. One of them will replace the packet ready to be 
transmitted, while the second will be forwarded after the 
relative back-off time, still uniformly drawn from [Tmin, 
Tmax]. 

- If the back-off time expiries without receiving an innovative 
packet, the relay will forward the packet with the same 
encoding vector as received. In this way, the end-to-end 
delay is kept limited. However, the packet will be conserved 
in order to do the recursive encoding process for the other 
innovative packets of that generation that may arrive later. 

x For each innovative packet received at a relay node, with hop 
count lower than or equal to Hmax, another encoded output 
packet will be created. This new packet will have a hop count 
increased by one with respect to the previous received packet. 
The other packets present in the buffer, not forwarded yet, will 
be updated considering also this packet in the encoding 
process. Hmax is the maximum number of hops that a packet 
can travel in the network. 

x If a relay node receives an innovative packet with hop count 
higher than Hmax, it will be considered for updating the 
encoding packets present in the buffer, and a new packet will 
not be created. 

x The relay node will treat as duplicates all the not-innovative 
packets with the same identifier, regardless of the value of the 
hop count they have. 

x The relay node, after forwarding g packets of a generation, 
will not take part in the relay process for the packets with that 
unique identifier. 

x All received duplicates at a relay node, before forwarding all 
the packets of that generation, will be counted. nd is the 
number of duplicates received. 

x For each duplicate received, the relay node will delay the 
forwarding by Tdupl. In the NC-Dflood case, we have different 
possibilities to delay the forwarding of the packets, where 
depending on the specific scenario, one solution can be 
preferred over the other. We propose two approaches: 

- Delay by Tdupl only the first packet to be sent, with the same 
identifier of the duplicate received. 

- Delay by Tdupl all the packets ready to be sent, with the same 
identifier of the duplicate received. 

x Each time a duplicate is received, before forwarding g packets 
of that generation, the relay node will draw a random number 
r � (0, g]. If nd > Ndupl – r, then the forwarding of the packets 

of that generation will be discarded. Ndupl = c×g is the 
maximum number of duplicates, and c is a constant value. 

x When the destination node receives g innovative packets with 
the same identifier,   it  will   immediately  broadcast  a  “Receive  
Notification”   (RN)   message   containing   the   unique   identifier  
of the completed generation. This can be received by all its 
neighbors, but will never be forwarded.  

x When a relay node receives an RN, it will discard any 
forwarding of the packets related to that generation. 

Even though NC-Dflood aims to reduce the number of duplicates 
that are flooded in the network, i.e. the energy consumption, it 
may still be too high for some scenarios. In order to reduce the 
number of duplicates even more, we propose to extend the 
proposed   protocol   with   the   node’s   position   information.   Our 
proposal, named NC-Geographical Dflood (NC-GDflood), uses 
the position information of the node that is transmitting and the 
final destination position. Using this information during the relay, 
the relays that are farther from the destination can be avoided. 
Each node in the network can guarantee a certain transmission 
performance, i.e. a fixed bit error rate, with a fixed transmission 
power to cover a distance d. Each time a node has a packet to 
send, it first calculates the distance D between itself and the sink. 
Then, it quantizes this distance in hop counts, DHC = ªD/dº, where 
ª�º indicates the ceil operator.  Each  node  puts  the  value  ‘DHC + fn’  
in the hop count field at the moment the packet is transmitted, 
where fn d 0 is a factor that reduces the number of relays that can 
consider the packet. Only the source nodes consider a redundancy 
factor, fs t 0, for their own packets, and the hop count value of 
these packets when they are sent for the first time by the source 
node   is   ‘DHC + fn + fs’.   This   redundancy   factor   increases   the  
robustness and connectivity in the first-hop transmission, allowing 
more nodes to participate. With the above considerations, each 
relay node in the network, for each packet received, applies the 
duplicate procedure if the packet is not innovative, and uses it for 
re-encoding the actual packets ready to be sent if the received 
packet is an innovative one. But the nodes will create another 
packet to be sent only if the local DHC will be lower than or equal 
to the hop count value contained in the received innovative 
packet. 

3. SIMULATION RESULTS 
For our simulations, we have considered the network topology in 
Figure 1. The network is composed of 22 bottom nodes and 1 
AUV. The intra-node distance d is 3 km. The red line shows the 
trajectory of the AUV, which makes a round trip starting from 
checkpoint A to B (CP.A and CP.B in the figure) with a speed of 
4 knots. We have considered 3 source nodes: the bottom nodes 1 
and 10, and the AUV, and the packets are intended for node 22, 
i.e. the access point (AP). We have compared our proposal with 
the Dflood protocol. In the latter case, the application layer of the 
source nodes generates the packets with a constant bit rate for all 
of them. The arrival times of the packets are generated from a 
Poisson process with the O parameter defined as O = Lb / bps, 
where Lb is assumed to be 160 bits and bps (bits per second) is a 
simulation parameter that influences the traffic introduced in the 
network by the application layer of the source nodes. When NC is 
applied, we use a Poisson process to model the arrival times of a 
stock of g packets, with O = (Lb g) / bps. With respect to the 
Dflood traffic model, when NC is used each source node waits to 
have g packets before sending them down to the network layer. 



 
Figure 1. Network topology used in the simulations, composed 

of 22 fixed nodes and one AUV. For simplicity, we have 
considered a regular grid with intra-node distance d = 3 km. 

In our simulations, we have assumed a PER, p, common to all the 
links present in the network. This parameter includes all the 
physical-layer errors due to noise, fading, Doppler effects and 
other link-loss phenomena. The transmission data rate in the 
physical layer is considered in such a way that the packet duration 
is one second. This assumption is considered for simplicity. 
Nevertheless, it is justified in underwater acoustic (UW-A) 
communications, since the packet lengths are very short and the 
bit rates are low, e.g. in [11] the authors consider packet lengths 
of 160 bits and a transmission rate of 200 bits/s for the Dflood 
simulations. All the nodes in the network are equipped with 
isotropic antennas with a transmission power such as to offer a 
PER = p for links up to 3 km. Farther nodes receive the packet 
erroneously with probability one. In the MAC layer, we have 
considered an unslotted ALOHA protocol, without collision 
avoidance, link or end-to-end acknowledgments. With the 
assumption that the adopted MAC protocol does not use any 
interference avoidance precautions, we have used a simple 
interference model for our scenario. If we consider a sound speed 
of 1500 m/s underwater and the intra-node distances present in 
the scenario, then the packet will take some seconds to be fully 
received by the destination side of the link. We have assumed a 
total destructive interference if two or more neighboring nodes are 
transmitting during this time. These nodes will not receive any 
packet from their neighbors, which were transmitting during this 
time interval. Furthermore, also the nodes that are neighbors with 
two or more transmitting nodes will not receive any of these 
packets. With the interference model implemented, in the NC 
case, we assume that the network layer sends the packets down to 
the MAC layer with a back-off time uniformly drawn from [1 s, 
10 s]. This is done with the goal to avoid the interference that may 
affect all the packets of the same generation, if they are 
transmitted in a row. 
In order to see the performance of the protocols, we will express 
our results in terms of PDR, end-to-end delay, and average 
number of packets forwarded by the network (Av. PKT), for each 
information packet produced by the source nodes. The Dflood 
parameters used are: Tmin = 0 s, Tmax = 50 s, Tdupl = 35 s and Ndupl 
= 2. For the NC-Dflood protocols, we have considered the 
following parameters, Tmin = 0 s, Tmax = 70 s, Tdupl = 30 s, added 
only to the first packet ready to be sent, Ndupl = 2.5×g, common to 
all the nodes in the network, Hmax = 15, a generation size g = 2, 
and h = 3. In NC-GDflood, an inaccuracy is considered when 
measuring the distance D. We have assumed D = Dreal + u, where 
u is uniformly distributed as u a U[�100 m, 100 m], and Dreal is 
the real distance in meters between the node that is transmitting 

and the AP. The parameters fn and fs are 0 and 1, respectively. For 
both protocols, the parameters are selected as a trade-off between 
the three evaluation criteria, paying more attention to the PDR. 
For NC-GDflood, we used the same parameters as for NC-Dflood, 
since we consider it as an upgrade of the latter. The selection 
of these parameters in both protocols is done by a heuristic 
approach. After many simulations, we may conclude that the 
boundaries of the interval [Tmin, Tmax] influence the interferences 
in the network, as expected. Regarding their respective value, we 
may have more or less interference. Meanwhile, Ndupl, Tdupl, and 
Hmax influence more the number of packets forwarded in the 
network. A higher value of Ndupl brings us to a pure flooding 
mechanism, and the consideration of Tdupl tries to allow the nodes 
to collect more duplicates before forwarding the packet or 
reaching the Ndupl value. We have selected a generation size of g = 
2 because of a few reasons. First and foremost, to keep the 
overhead in the packet header limited, since for each packet it 
increases by 8 bits. Second, we have seen that with an increasing 
generation size, the end-to-end delay and the Av. PKT increases 
as well. 

 
   Figure 2.  PDR  vs.  p  for  node  1’s  transmission. 

 
   Figure 3. PDR vs. p for  node  10’s  transmission. 

We have simulated both protocols for different values of p and 
bps. The first simulations are done to evaluate the robustness of 
the protocols (Figures 2-6). In this case, we have assumed a bps = 
1 bit per second for all the source nodes. Meanwhile, the 
simulations done for different values of bps are done with the goal 
to check how the performance changes when the network 



becomes overloaded. In this case, p is selected 0.1 (Figures 7-11). 
The simulation results have shown that the NC approach achieves 
the goal to increase the transmission robustness, with respect to 
the PDR. The price to pay in this case is an increment of the end- 
 

 
Figure 4.  PDR  vs.  p  for  the  AUV’s  transmission. 

 
Figure 5. End-to-end delay vs. p of all the transmissions for all 

the protocols, and for different values of the link PERs. 

 
Figure 6. Average number of packets forwarded vs. p for each 

information packet produced by the source nodes. 

to-end delay and Av. PKT. The upgrade with position information 
reduces the number of packets forwarded, conserving the PDR 
and the end-to-end delay of the NC-Dflood. 
 

 
Figure 7. PDR  vs.  bps  for  node  1’s  transmission. 

 
Figure 8. PDR  vs.  bps  for  node  10’s  transmission. 

 

 
Figure  9.  PDR  vs.  bps  for  the  AUV’s  transmission. 

 



 
Figure 10. End-to-end delays of all the transmissions for all the 

protocols, for different values of the traffic rate. 

 
Figure 11. Average number of packets forwarded vs. bps for 

each information packet produced by the source nodes. 

4. Conclusions 
In this work, we have proposed a novel approach on how to use 
network coding in underwater communications. Our proposal 
consists of a different usage of the duplicates forwarded in the 
network by flooding-based protocols. Considering the high 
number of packets that are forwarded by the flooding-based 
protocols, if they share and carry information about the original 
packets produced by the source nodes, then the system 
performance increases. Our proposal, NC-Dflood, increases the 
PDR of the transmission, with an increment of the end-to-end 
delay and the number of duplicates in singular transmissions. 
Better results are obtained for nodes that are relatively far from 
the destination, for which the number of relays that can apply 
network coding is larger. In order to reduce the number of 
duplicates forwarded in the network, we propose to extend the 
NC-Dflood idea with position information of the node that is 
transmitting and the final destination position. In this way, mainly 
nodes in the direction of the destination will participate in the 
routing process, by encoding and forwarding the packets. We 
have shown that this upgrade, called NC-GDflood, maintains the 
same PDR and end-to-end delay of NC-Dflood, but it gains in 
terms of the number of duplicates. For low link PERs and low 
traffic, being characteristics of most underwater sensor networks, 

it can reduce the number of packets even below those of the 
Dflood protocol. 
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