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Space-Time Block Coding for Doubly-Selective Channels

Kun Fang and Geert Leus

Abstract—In this paper, we present a new space—time block code for time-
and frequency-selective (doubly-selective) channels. It can be interpreted
as the extension of the Alamouti code to doubly-selective channels, and re-
lies on a joint time—frequency reversal of the transmitted sequences. Under
certain channel conditions, the proposed space-time block code belongs
to the class that achieves full spatial, delay, and Doppler diversity using a
maximume-likelihood (ML) receiver, as well as a linear zero-forcing (LZF)
or linear minimum mean-squared error (LMMSE) receiver. For realistic
doubly-selective channels, a real-valued linear data model is presented, for
which different receiver structures can be developed.

Index Terms—Delay diversity, Doppler diversity, doubly-selective chan-
nels, space-time block coding.

I. INTRODUCTION

Broadband wireless communication systems require high transmis-
sion rates giving rise to frequency-selectivity due to multipath propa-
gation. On the other hand, recent wireless communication standards
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not only require high rates, but they also need to support high mo-
bile speeds. The high-mobility terminals and scatterers induce Doppler
shifts which introduce time-selectivity. Doubly-selective channels can
provide multiplicative delay-Doppler diversity gains if the transceiver
is properly designed [1], [2]. In the last decade, multi-antenna systems
have attracted a lot of research interest for future wireless systems. The
use of multiple transmit and/or receive antennas can significantly en-
hance communication system performances such as channel capacity
and reliability [3]. Space—time block coding (STBC) [4], [5] has been
introduced to achieve the spatial diversity offered by multiple transmit
and/or receive antennas. However, as STBC is typically designed for
flat-fading channels, the time- and frequency-selectivity will seriously
degrade the system performance. Thus, it is crucial to accurately model
the doubly-selective channel and to design efficient STBC schemes to
counteract its effects.

Many papers have extended STBC design to frequency-selective
channels. In [6], STBC has been proposed for single-carrier trans-
mission, which can achieve maximum space-delay diversity in rich
scattering channels. The transmission formats proposed in [6] subsume
those of [7], [8], which present time-reversal STBC at the transmitter
to achieve transmit diversity. Multicarrier transmission systems have
been considered in [9]-[11]. A space-time—multipath coded system is
developed in [12] using digital phase sweeping (DPS) in the frequency
domain or circular delaying in the time domain, which guarantees
the maximum possible space-delay diversity, and has full rate for any
number of transmit-receive antennas. Note that the aforementioned
algorithms all require the channel to be constant over the entire
space—time codeword.

Among the papers considering time-selective channels, [13] de-
signs STBC for purely time-selective channels by transforming the
time-selective channels into frequency-selective channels, and by
adjusting existing space—time code designs over frequency-selective
MIMO channels to collect joint space—Doppler gains over purely
time-selective MIMO channels. Further, [14] uses the ideas of [12] to
develop a space—time code that can achieve full space-delay-Doppler
diversity for any number of transmit-receive antennas. However, to
quantify the maximum Doppler diversity order [2], the above papers
rely on a parsimonious critically sampled complex-exponential basis
expansion model (CCE-BEM) for the underlying purely time-selective
or doubly-selective channels [16]. However, the CCE-BEM may have
a large modeling error under certain channel conditions [17].

In this paper, we develop a novel STBC for multi-antenna transmis-
sions over doubly-selective channels. The proposed STBC is designed
for a multiple-input single-output (MISO) system with two transmit
antennas and one receive antenna, i.e., a 2 X 1 system, but the ideas
can be extended to a general multiple-input multiple-output (MIMO)
system. The proposed technique can be interpreted as the extension
of the Alamouti code to doubly-selective channels, and relies on a
joint time—frequency reversal of the transmitted sequences. Assuming
a block fading channel where the time-variation from subblock to sub-
block is modeled by a CCE-BEM (we will label such a channel as a
block fading CCE-BEM channel), the proposed STBC belongs to the
class that achieves full spatial, delay, and Doppler diversity using a
maximum-likelihood (ML) receiver, as well as a linear zero-forcing
(LZF) or linear minimum mean-squared error (LMMSE) receiver. For
realistic doubly-selective channels, which cannot exactly be modeled
by a block fading CCE-BEM channel, a real-valued linear data model
is presented, for which different receiver structures can be developed.
In that case, the notion of Doppler diversity is difficult to define, but
comparing the proposed STBC with existing approaches by simula-
tion we notice great improvements. Note though that our STBC relies

1053-587X/$26.00 © 2010 IEEE
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Fig. 1. System model of the proposed STBC system.

on the orthogonal structure of [5], which incurs a rate loss up to 50%
when more than two transmit antennas and complex constellations are
used. This paper assumes that the receiver has perfect channel state in-
formation (CSI), as well as perfect knowledge of the maximum delay
spread Tmax and the maximum Doppler spread fmax which can be de-
rived from the wireless transmission channel. The transmitter on the
other hand has no access to CSIL.

Notation: We use upper (lower) bold face letters to denote matrices
(column vectors). (-)*, (-)*, and (-)* represent complex conjugate,
transpose and complex conjugate transpose (Hermitian), respectively.
E{z} stands for the expectation with respect to z. @ mod b gives the
remainder of a divided by b. We use [x],, to indicate the (p + 1)st el-
ement of x, and [X], 4 to indicate the (p + 1,¢ + 1)st entry of X.
Further, we let I denote an N x N identity matrix and Oxrxn an
M x N all-zero matrix. F 5 denotes the unitary N -point DFT matrix
with [Fnl,., = 1/V/Ne 727/NP4_ We use the symbol @ to denote
the Kronecker product between matrices. The .J x .J permutation ma-

trices {PS")}',Jl _& are defined to perform a reversed cyclic shift, i.e.,

[P a], = [a](spin) mod v-

II. SYSTEM MODEL

For simplicity reasons, we consider a single-user MISO communi-
cation system with two transmit antennas and one receive antenna, i.e.,
a 2 x 1 system, as shown in Fig. 1. However, the proposed methods
can be easily adapted to a general MIMO system. More specifically,
extensions to multiple transmit antennas can be obtained by following
the generalizations of the Alamouti code to more than two transmit
antennas, whereas extensions to multiple receive antennas can be re-
alized by applying the proposed methods to a stack of the different
receive antennas. We focus on a discrete-time baseband-equivalent de-
scription. Suppose x¢[n] is the symbol sequence transmitted over the
tth transmit antenna. The received signal can then be written as

2 L
yln) = 305 helns el — 1] + o] ()

t=11=0

where h¢[n;l] is the order-L time- and frequency-selective channel
from the ¢th transmit antenna to the receive antenna, and 7[n] is the ad-
ditive noise. The channel order L depends on the channel delay spread
and should be chosen to satisfy LT > Tmax, with 1" being the symbol
period as well as the sampling period.

Suppose now that the STBC has a length of V. In order to avoid inter
block interference (IBI), we design our STBC codewords in such a way
that the last L symbols within each codeword are zero (as shown in the
next section). Since IBI is then avoided, the equalizer at the receiver can
be designed for each codeword separately. For simplicity reasons, we
here focus on the first codeword; the other codewords can be treated in
a similar fashion. Parsing x¢[n] and y[n] into blocks of length NV, with
x¢ = [2[0), 2 [1], ..., &[N = 1]]” and y = [y[0], y[1], ..., y[N —
1]]T , respectively, the input—output relationship can be expressed as

2
y= ZHtxt+7] )

t=1

where H; is the N x N channel matrix with [Hy],, v = h¢[n; (n —
n’) mod N] (we may use the modulo operator here since every code-
word has L zeros at the end), and 5 = [5[0], [1],....9[N — 1]]*.
For simplicity, we assume that 7 is a circular complex Gaussian noise
vector with zero mean and covariance matrix E{qn’’} = o7 Ix.

III. SPACE-TIME BLOCK CODING

Orthogonal STBC [4], [5] has been designed to achieve the spatial di-
versity offered by multiple transmit and/or receive antennas. The STBC
schemes proposed in [4] and [5] are designed for flat-fading channels,
which lead to a performance degradation in time- and frequency-selec-
tive channels. Our goal is to design efficient STBC schemes to coun-
teract the effects of doubly-selective channels. The basic idea of the
proposed STBC for a 2 x 1 system is to multiplex the data sequence
in two data subsequences and to generate two orthogonal full-diversity
subchannels over doubly-selective channels. Then, we apply a scheme
that is similar to the Alamouti code. On the first antenna, we send the
first data subsequence in the first subchannel and a negative permuted
version of the complex conjugate of the second data subsequence in
the second subchannel. On the second antenna, we send the second data
subsequence in the first subchannel and a permuted version of the com-
plex conjugate of the first data subsequence in the second subchannel.
The questions that now remain are how we can generate two orthogonal
full-diversity subchannels over doubly-selective channels, and how the
permutations should look like in order to obtain a good performance.
Both these questions can be answered by assuming a restrictive yet
simple doubly-selective channel model. More specifically, we assume
a block fading CCE-BEM channel, which is defined as a block fading
channel where the time-variation from subblock to subblock is mod-
eled by a CCE-BEM. Hence, we first develop and analyze the STBC
under this block fading CCE-BEM channel model, and then, we show
how to decode the STBC for real-life channels, which do not exactly
fit this block fading CCE-BEM channel model.

A. Block Fading CCE-BEM Channel Model

Let us start by defining what we exactly mean by a block fading
CCE-BEM channel model. We assume that within the span of one
STBC codeword, the doubly-selective channel behaves like a block
fading channel, where the fading from subblock to subblock can be
described by a CCE-BEM. Assume for instance that the span of the
STBC codeword can be split into 2P subblocks of length K, i.e.,
N = 2P'K’. Every channel is then assumed to be constant within
every subblock of length K and to vary over the 2’ subblocks as a
CCE-BEM, which uses 2() + 1 complex exponential basis functions
to model the time variation over the 2P’ subblocks

Q
hi[n: 1] = Z pI2m(ln/K e/ (2P )ht,q[l] 3)
=—Q

where i 4[1] is the gth CCE-BEM coefficient of the /th channel tap
within the STBC codeword. The (L + 1)(2Q + 1) BEM coefficients
ez }?:_Q remain constant during each length- N block, and
are allowed to change over different length-N blocks. The 2¢) + 1
CCE-BEM basis functions used to capture the time variations are the
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same for every length-N block. ) can be regarded as the discrete
Doppler spread index with frequency-domain resolution 1/(NT'), and
it needs to satisfy Q/(NT) > fmax. Different from [2], [15], where
the CCE-BEM is used to model the time-variation of the channel from
sample to sample, we now use it to model the time-variation of the
channel from subblock to subblock.

Under the block fading CCE-BEM channel model, the channel ma-
trix H; from (2) can be written as

Q
Hi= ) (Awpr, ©Ig)Hn i, “)
=—Q

where Asps, is the 2P’ x 2P’ diagonal matrix given by
[Aspr glpp = 2 P/ and Hy,, is the N x N circulant
matrix given by [Hn ¢ 4]n.n/ = heq[(n — n') mod NJ.

B. Code Design

In [15], it has been shown how to generate orthogonal full-diver-
sity subchannels in case the CCE-BEM is adopted to model the time-
variation of the channel from sample to sample. More specifically, in
[15], a multi-user communications scheme is developed where users re-
main orthogonal after propagation over a doubly-selective channel and
where the full delay-Doppler diversity of a doubly-selective channel is
enabled. Similarly, the same transmission scheme can be used to gen-
erate two orthogonal full-diversity subchannels in case the CCE-BEM
is used to model the time-variation of the channel from subblock to
subblock, i.e., in case we have a block fading CCE-BEM channel. This
will be the basis of our STBC design.

Assuming K’ > L and P’ > 2Q, and defining K = K' — L
and P = P' — 2Q, let us introduce the channel-independent N x
PK spreading matrices C,, and N x P'K’ despreading matrices D,
defined as [15]

C, =[Fip(cy @ To)] & Ty ®)
D, =[Flp(cu @Ip)] @ Ix/ (6)

where Ty = [Ix, OKxL]T is the K’ x K zero padding matrix, T =
[Opxq,Ip, Opr]T is the P’ x P two-sided zero inserting matrix,
and {c, }2_, is an arbitrary set of two orthonormal code vectors. No-
tice that the last L rows of the spreading matrix C,, are set to zero,
which avoids the IBI. Similar to [15], it is possible to show that these
spreading matrices C,, and despreading matrices D, can be used to
create two orthogonal full-diversity subchannels under the assumption
of a block fading CCE-BEM channel model. The composite channel
matrix consisting of the block fading CCE-BEM channel as well as the
spreading and despreading operations can be expressed as [15]

H:T,

Opricrxpi,

u = u:

vt )

D’H,C, ={

where Hy = S0 Jpr, @ Hoyy and T = T © Ty, with
Jpr 4 the P' x P’ circulant matrix given by [Jpr 4], = 8[(p —
p' —¢)mod P'l and Hg/ 4 , the K’ x K’ circulant matrix given by
Myt glorwr = hegl(k — k') mod K'].

The proposed STBC now proceeds as mentioned earlier. We start
by demultiplexing a 2P K X 1 data vector s into two PR X 1 data

subvectors s; and s», where the data symbols are assumed to be circular

complex with zero mean and covariance matrix E{ss”’} = ¢2Ispx.
On the first and second antenna, we then send

X1 20151 - CzPS;

X2 = C1S2 + CzPSI (8)
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where P is a PK x PI permutation matrix that will be determined
later on. The received signal can now be expressed as

y=Hixi + Hoxs + 17
:H1 C1 ST — H1 CQ:PS;F =+ HQC]SQ
+ H,C,Ps] +1. (C)]

Applying the despreading operations D; and D> at the receiver, we
obtain

i ZD{{y =H:1Tsi +H2Tso + 174
32 =D)'y = HoTPs] — H, TPs} + i},

(10)
amn

Since the N x P'K' despreading matrix D, is a tall matrix and
D{,{Du = Ip/gs [15], 7, is still a circular complex Gaussian noise
vector with zero mean and covariance matrix E{n, 5.} = oLy /.
We wish to be able to decode the two multiplexed transmitted data
streams s, and sy separately at the receiver, similar to the scalar case for
Alamouti decoding [4]. In order to achieve that, we now have to find the
PK x PK permutation matrix P such that there exists a P’ K’ x P' K’
permutation matrix P’ for which
P'H,TP = H/ T. (12)
Since H; is a block circulant matrix of circulant matrices, it is easy
to show similar to [6] that the permutation matrices that satisfy this
property are given by P = Pfupfl) ® Pﬁffl), and P’ = PSDI?LI) @
ng_l). Note that P actually represents a PI{ x PK element re-
versal, where due to the structure of the spreading matrices, the first
part (Pﬁj’* 1)) can be interpreted as a frequency reversal and the second
part (PS‘K*I)) as a time reversal. As a result, (11) can be rewritten as

P'ys = HY'Ts, — H{' Tss + P'il. (13)

Now applying F = Fpr @ F . to (10) and (13), we get
FS’1 :glFTsl =+ ngTSQ + th (14)
FP'y; =G3FTs, — G{FTs: + FP'qj. (15)

In these formulas, G, = FH,F isa P'K’' x P'K' diagonal matrix.
Stacking (14) and (15), we obtain the following relationship:

v_|:F5’1}_{gl gz}{FTS1}+{F’71]
Y= IrPy:| T |G —Gi| |FTse FP'n;

FTs; (16)

Similar to [6], if we define G, = (G1G, + G3G2)'/? and apply the
unitary matrix U = G(I, ® G,3'), we obtain

- G12FTs; H
Uy = + Uy, 17

y {QQFTSQ 7 (17)
Note that if G, and G share a common zero, we can still design a uni-
tary U without compromising the validity of (17), by replacing either
one of the common zeros by a one in the formula for U, as explained
in [6].

In conclusion, by applying complex conjugations and linear unitary
matrix operations, we can separate the two substreams, leading to two
matrix equations of the form

zy = G12FTs, +(, = Hsu + ¢, (18)

where z,((,) represents the corresponding part of U y(U*4) in
(17). Every stream can then be decoded using your favorite decoder.
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Note that all these derivations only hold under the assumption of a
block fading CCE-BEM channel model.

C. Diversity Gain Analysis

Similar to [2], [15], we can show that if a (near-)ML decoder is used,
the delay-Doppler diversity order of (2¢) + 1)(L + 1), which is the
number of degrees of freedom in the block fading CCE-BEM channel,
can be reached, under the assumption that the CCE-BEM coefficients
are independently zero-mean complex Gaussian distributed. Alamouti-
like STBC offers an additional spatial diversity order of 2. Hence, the
proposed STBC enables the maximum space-delay-Doppler diversity
that the doubly-selective channel can offer, which is multiplicative in
the degrees of freedom of the channel in space, time and frequency
dimensions. The proof is an extension of those in [2], [15], and we
only give a brief description here.

Since each data stream can be decoded separately in (18), we con-
sider decoding z1 only. Define the error vector € = s1 — s between
symbol blocks s; and s. The squared Euclidean distance between
z; = Hs; and zi = Hs' can then be expressed as

d*(z1.2}) = ||He|’. (19)
In [2] and [15], it is shown that maximum space-delay-Doppler diver-
sity can be achieved if H has full column rank P, which is proved
in Appendix A.

Using the results of [18], we can even show that if a LZF or LMMSE
decoder is used, this full diversity order can still be achieved. In a gen-
eral context, it is shown in [18] that if det(HH H) > 0, VH, ie,,
H has full column rank for any channel realization, then the LZF and
LMMSE decoder can obtain the same diversity order as the ML de-
coder.

D. Proposed Receiver for Realistic Channels

The STBC design and analysis discussed before is based on the block
fading CCE-BEM channel model. The nice algebraic structure of this
block fading CCE-BEM channel model allows us to extend the Alam-
outi code to doubly-selective channels enabling the full space-delay-
Doppler diversity, as shown in Section III-B. Although this channel
model was useful to design and analyze our STBC, it does not perfectly
model real-life doubly-selective channels under all circumstances [17].
Hence, the receiver processing discussed in Section III-B can only be
applied if we approximate the true channel by its best possible fit to
a block fading CCE-BEM channel. The related modeling error will of
course introduce a bit-error-rate (BER) performance floor at medium
to high signal-to-noise ratio (SNR), and this floor will increase with the
Doppler spread. To avoid this floor, we will next propose an alternative
receiver for the proposed STBC that is suitable for realistic doubly-se-
lective channels, which do not rely on any specific channel model, so
that there is no channel modeling error.

First of all, we realize that in case of a block fading CCE-BEM
channel, working withz = [z{ zé]l [see (18)] is the same as working
with z = [R{zT},3{zT}]T, since the data and noise are circular
complex white. Further, it is easy to understand that working with z
is also the same as working with ¥, since z is obtained from y by ap-
plying complex conjugations and unitary matrix operations which has
no effect on the receiver performance if the noise and the data are cir-
cular complex white [19]. This shows that any receiver (ML, LZF, or
LMMSE) applied to z would have the same performance as when we
would apply a similar receiver to ¥ in case of a block fading CCE-BEM
channel. The advantage of designing a receiver for y however is that
it can be generalized to realistic doubly-selective channels that do not
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necessarily fit into the block fading CCE-BEM channel model. To de-
sign such a receiver, we have to develop a data model for y, which will
be a real-valued data model.

Defining the N x PI matrix K¢ . as K; . = H;C,, the received
vector y can be written as

y:K1‘1S1 —K]_]QPS;—|—K271S2+K272PST+1]. (20)
Further defining
> R(Ki,u) —G(Kf,u)]
Kiv=|_." ' , 21
" L(Kt,u) R(Kou) @D
5 R(K¢,u) S(Kt‘u) ]
Kin.=|_ ’ 22
f L(Kt,w ~R(K ) @2

we can write y as
y= R1,1§1 - Kl,z(lz @ P)sz + K2,1§2 + KZ,Z(IZ @P)s + 7
[+

(23)

~ = ~ = St
= [K1,1 +Koo(IL,oP) Kii—Ki(I @P)] |:§2

=Ks + 1.

On this real-valued data model, one can then apply any decoder, from a
(near-)ML decoder to a LZF or LMMSE decoder. In this paper, we only
consider the LMMSE decoder, and the estimated transformed symbol
sequence is then given by

~ ~ ~ o~ 0'2 -1
§=K" (KKH + ;12N> .

(24)
From 8, the original transmitted symbols can be recovered.

IV. SIMULATION RESULTS

In this section, the proposed STBC is examined and compared with
other coding schemes by simulations. We only consider a system with
two transmit antennas and one receive antenna. The maximum channel
delay spread is set to L = 2. The channel taps from each transmit
antenna to the receive antenna are independent and identically dis-
tributed (i.i.d.) circular complex Gaussian distributed with zero mean
and variance E{|¢[n,]|*} = 1/(L + 1) (i.e., uniform power delay
profile) and they follow Jakes’ Doppler profile. Quaternary phase-shift
keying (QPSK) symbols with energy o2 are used for transmission.
The two orthonormal code vectors are set to ¢c1 = [1/v/2, 1/v/2]*
and ¢ = [1/v/2, —1/+/2]T, which are the columns of the 2 x 2 uni-
tary Hadamard matrix. The SNR is defined as 02/ 037. The normalized
Doppler spread is defined as f4 = vf/cT’, where v denotes the mo-
bile velocity, f is the carrier frequency, and ¢ is the speed of light. The
receiver applies the LMMSE decoder of (24), unless explicitly defined
otherwise.

1) Test Case 1: We first compare the BER performance of the pro-
posed STBC applying the LMMSE decoder of (24), with the perfor-
mance in case we approximate the true channel by the best possible
block fading CCE-BEM channel and adopt the receiver processing of
Section III-B. We consider large normalized Doppler spreads so that
the block fading CCE-BEM cannot model the time-varying channel
very well, in order to show the necessity of the real-valued linear data
model. We especially focus on the achievable Doppler diversity order
for different Doppler spreads. The symbol block lengths in the fre-
quency and time domain are set to P = 14 and K = 7, respec-
tively. Fig. 2 shows the BER performance of a system with normal-
ized Doppler spread f; = 0.002. It can be shown that a frequency
domain guard band of Q = 1 is enough to suppress the interference
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Fig. 2. BER performance with normalized Doppler spread f; = 0.002.
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Fig. 3. BER performance with normalized Doppler spread f; = 0.015.

due to the time-varying channel effects. However, when the approx-
imate block fading CCE-BEM channel is considered, we observe an
error floor even with () = 3 due to the channel modeling error. In
Fig. 3, the normalized Doppler spread is increased to fq = 0.015. The
simulation result shows that a larger () is required, as increasing ()
leads to a better BER performance. Meanwhile, higher Doppler spreads
lead to a lower BER because the Doppler diversity increases as the
Doppler spread increases. On the other hand, when the approximate
block fading CCE-BEM channel is considered, the receiver completely
fails since it cannot model such a rapidly time-varying channel. Notice
that as we increase (), the block length IV increases and the spectral
efficiency decreases.

2) Test Case 2: We next compare the proposed STBC with the
DPS algorithm of [14] for doubly-selective channels. The symbol block
lengths are set to P = 27 and I{ = 8. The frequency domain guard
band length is set to () = 3, which is large enough for the Doppler
spread used in this simulation, for both approaches. The spectral effi-
ciency of the proposed STBC is ¢ = 0.65, which is higher than the
spectral efficiency of DPS spsp = 0.54, meaning that we disfavor
our approach. We use the LMMSE decoder for both algorithms. It is
clearly shown in Fig. 4 that the proposed STBC can achieve a better
BER performance due to a larger coding gain. The diversity order is
almost the same for both approaches, which increases as the Doppler
spread increases.
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Fig. 4. BER comparison of proposed STBC with DPS [14].
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Fig. 5. BER comparison of proposed STBC with the STBC of [6] (case
P=1).

3) Test Case 3: Finally, we compare the proposed STBC with
the STBC designed for frequency-selective channels in [6]. The
zero-padding only STBC in [6] can actually be regarded as a
special case of the proposed STBC with P = 1 and ¢ = 0.
Without data symbol spreading and guards in the frequency domain
(P =1, @ = 0), ahigher spectral efficiency can be achieved, and the
block length can be made smaller, which also leads to a lower com-
plexity. A natural question is then if we can ignore the time-selectivity
and only use the STBCs designed for a frequency-selective channel
in doubly-selective channels. To have the same spectral efficiency, we
set ) = 0 for the proposed STBC, and keep I’ = 5 fixed for both ap-
proaches. Since [6] considers a purely frequency-selective channel, the
decoder of [6] relies on the fact that the channel is constant during the
entire space—time codeword. To obtain a fair comparison, we simulate
the approach of [6] by using our LMMSE receiver, with P = 1 and
@ = 0, so that the STBC design is the same as in [6], but the receiver
does not require the channel to be constant. The simulation results
in Fig. 5 show that we get a better BER performance as we increase
P. But the BER performance is worse compared to the ¢ > 0 case
shown in Fig. 4. This is due to the interference related to the lack of
frequency-domain guard bands. However, Doppler diversity can still
be explored even without a frequency-domain guard band. As shown
in the figure, when P = 1, i.e., when the data symbols are only spread
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in the time domain, a higher Doppler spread leads to a worse BER
performance. When P > 1, a higher Doppler spread leads to a better
BER performance, and as P increases, the BER becomes smaller due
to an increasing Doppler diversity.

V. CONCLUSION

We have developed a novel STBC for multi-antenna transmissions
over doubly-selective channels. By spreading the data symbols in the
space—time—frequency dimensions with appropriate guard bands, the
proposed STBC can achieve the full spatial, delay, and Doppler di-
versity, using the ML receiver as well as using a LZF or LMMSE re-
ceiver, under a specific channel model. Further, a real-valued linear data
model has been presented for realistic doubly-selective channels, for
which different receiver structures can be developed. Simulation results
have shown significantly improved performance by jointly exploring
the space-delay-Doppler diversity in doubly-selective channels.

APPENDIX
PROOF OF FULL COLUMN RANK PK FOR H

The compound channel matrix H can be expressed as

H=GFT

=(G1G1 4+ G5G)" *(F T2 @ F o/ T ) (25)

where G, is a P'K' x P'K' diagonal matrix. We define G, =
diag(Vi¢, .
By stacking the diagonal elements of G, in a P’ x K’ matrix V;, we
can rewrite G, = FH,F as

... Vpr4), where Vi, is a K' x K’ diagonal matrix.

V=BG, (26)

where the kth row of V contains the diagonal elements of V, ,, and
B, and G, are, respectively, a P’ x (2Q+1) matrixanda (2Q+1) x K’
matrix given by

1 S T 1
a @ R a®
B= @)
W= (P'=DQ L L aPene
Hi—q[1] Hi —q[K']
= : (28)
Hiq[1] Hiq[K']

where o = ¢/>*/”'and Hyo[k] = [FreHpgr s ,FE1 k. Since the
elements of the gth row of G, are the K'-point frequency response
of hy 4[l], and an order-L polynomial has at most L roots, it is easy
to show that each row of G, either contains at most L zeros, or is a
full-zero row in case {h: 4[l]}i=y = 0. This means there are at most
L full-zero columns in V, which occurs when each nonzero row of
G has L zeros and they are located at the same position. Similarly,
since an order-2(¢) polynomial has at most 2() roots, and B is a scaled
P’ x (2Q) + 1) Vandermonde matrix, there are at most 2() zeros in each
of the nonzero columns of the matrix V. Finally, when G, and G, have
zero elements at the same location, the corresponding elements of G-
will be equal to zero.

‘We consider the case where G- has the maximum number of zeros,
i.e., there are L full-zero columns in V¢, and the remaining /{' columns
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of V all have 2@) zeros. For the zero elements in the diagonal matrix
G129, the corresponding rows of the matrix F /T @ F ., T can be set
to zero. Suppose that P is a properly chosen permutation matrix that
will group all the nonzero elements of G- at the top of the diagonal,
then we can write (25) as

H=PH (29)
where
, G, Frx
H= ( G12Fp; ) . 30)
O(p/L12QK)xPK

Here, the P’ x PK diagonal matrix G5 contains the nonzero ele-
ments of G-, and

fi @ Fp
fz © FL
) (3D

tf O Fp

with {f kAKX | the corresponding K nonzero rows of the matrix
Fi /Ty, and {Ffp X, the P x P matrices containing the corre-
sponding nonzero rows of the matrix F p/T>. It can be shown that
the only solution of FL.x = 0isx = 0, due to the Vandermonde
structure of the matrices F /Ty and F p/T>, which means that the
rows of the matrix F p are independent. As Fpy is a PK x PK
square matrix, Fpx thus has full rank PK. Since left-multiplying
with a nonsingular matrix does not change the rank of the original
matrix, we can conclude that the composite channel matrix H and thus
H are full column rank matrices when G- has the maximum number
of zeros.

When G, has less zeros on the diagonal, and thus more rows of
the matrix F p/ T & F /T are included, the column rank of H will
not reduce. Hence, H has full column rank PK for all h # 0. This
concludes the proof.
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DILAND: An Algorithm for Distributed Sensor
Localization With Noisy Distance Measurements

Usman A. Khan, Soummya Kar, and José M. F. Moura

Abstract—We present an algorithm for distributed sensor localization
with noisy distance measurements (DILAND) that extends and makes the
DLRE more robust. DLRE is a distributed sensor localization algorithm in
R™ (m > 1) introduced in our previous work (IEEE Trans. Signal Process.,
vol. 57, no. 5, pp. 2000-2016, May 2009). DILAND operates when: 1) the
communication among the sensors is noisy; 2) the communication links
in the network may fail with a nonzero probability; and 3) the measure-
ments performed to compute distances among the sensors are corrupted
with noise. The sensors (which do not know their locations) lie in the convex
hull of at least 1 + 1 anchors (nodes that know their own locations). Under
minimal assumptions on the connectivity and triangulation of each sensor
in the network, we show that, under the broad random phenomena de-
scribed above, DILAND converges almost surely (a.s.) to the exact sensor
locations.

Index Terms—Absorbing Markov chain, anchor, barycentric co-
ordinates, Cayley-Menger determinant, distributed iterative sensor
localization, sensor networks, stochastic approximation.

I. INTRODUCTION

Localization is an important problem in sensor networks, not only in
its own right, but often as the first step toward solving more complicated
and diverse network tasks, which may include environment monitoring,
intrusion detection, and routing in geographically distributed commu-
nication networks. The problem we consider is when a large number of
sensors do not know their locations, only a very few of them know their
own. In [1], we presented a distributed sensor localization (DILOC) al-
gorithm in R™ (m > 1), when we can divide the N nodes in the sensor
network into these two sets: the set x of n anchors, where n > m + 1,
and the set 2 of M sensors, with typically N > n. The n anchors are
the nodes that know their exact locations, whereas the M sensors are
the nodes that do not know their locations.! We assume that the sensors
lie in the convex hull of the anchors, i.e., C(2) C C(k), where C(-)
denotes the convex hull.2 To each sensor [ in the network, we associate
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IIn the sequel, we always use this disambiguation for sensors and anchors.
‘When the statement is true for both sensors and anchors, we use the term node.

2The minimal number of anchors required for a nontrivial convex hull in
m-dimensional (mD) space is m + 1 that is a triangle in 2D space. We may
have more than rn 41 anchors forming the boundary of a polygon for less strin-
gent requirements on sensor placement; see [2] for details.

1053-587X/$26.00 © 2010 IEEE



