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Abstract—This paper presents a flexible digital receiver for
pulsed Ultra-Wideband (UWB) communications which is sam-
pling below Nyquist rate. This receiver can trade demodulation
performance for sampling rate, i.e. power consumption. The
bit error rate for pulse amplitude and pulse position modula-
tions is evaluated in AWGN and typical UWB channels. The
performance of several types of equalizer is compared, taking
into account their implementation complexity. A suboptimal but
implementation efficient Minimum Mean-Square Error (MMSE)
equalizer which reaches performances similar to the ideal MMSE
equalizer is proposed. The impact of imperfect knowledge of the
propagation channel and signal-to-noise ratio, due to the limited
number of training symbols, on the performance of the receiver
is assessed. Finally, the receiver architecture and implementation
cost are discussed. The proposed subsampling receiver provides
an attractive alternative to classical architectures based on
correlation with a template.

Index Terms—Ultra wideband (UWB), subsampling receiver,
Nyquist.

I. INTRODUCTION

THE design of pulsed UWB receivers presents unique
challenges, due to the very large bandwidth of the trans-

mitted signal. Analog UWB receivers, such as analog Rake
(e.g., [1]) and Transmitted Reference (TR) systems [2], [3],
avoid the need for high speed Analog-to-Digital Converters
(ADC), but come at the cost of performance degradation and
limited flexibility. Rake receivers cannot achieve the optimal
bit error rate (BER) of the matched filter receiver since
the number of fingers must be small for design complexity
reasons [4], [5], whereas typical UWB channels present a
high number of resolvable paths. In addition, multipath-
dependent pulse distortion [6] exacerbates the difficulty of
generating a suitable template. TR systems avoid the need
for local template generation by transmitting a modulated and
unmodulated version of the pulse. However, this technique
requires extremely wideband delay lines in the analog domain
which are difficult to realize.

On the other hand, digital UWB receivers provide flexibility
and benefit from CMOS technology scaling, but require an
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ADC sampling at Nyquist rate which is hardly realizable
and highly power consuming, such as [7]. As the ADC
power consumption of Flash ADCs, the standard solution for
digital UWB architectures, scales linearly with the sampling
rate and as a factor close to 4 with the bit width [8],
several high speed 1-bit digital receiver architectures have
been proposed, e.g. in [9], [10]. However, such receivers show
limited robustness against interferers. Parallel multi-bit ADC
architectures based on signal channelization in time [11] or
frequency domain [12], [13] reach an aggregate sampling
rate equivalent to Nyquist’s criterion and support interference
cancellation in the digital domain. This advantage over single
1-bit ADC architectures comes at the cost of increased area
and power consumption, as each ADC typically consumes
about 50–100 mW using state-of-the-art technology, e.g. [14]–
[16]. Several Sigma-Delta ADCs in parallel could be used
to improve the robustness against interference by virtue of
oversampling. Still, these solutions require careful control of
the circuit mismatches between the parallel branches.

Subsampling techniques provide an attractive alternative
to traditional architectures. For example, a direct sampling
approach based on a 2 GSamples/s ADC is proposed in [17].
However, it is only applicable for signals in the 3–5 GHz
band, due to the fixed relationship between the undersampling
ratio and the selected band. In addition, the implementation
of such a high speed ADC and the associated digital back-
end remains a challenging task. In this paper, we evaluate
a subsampling receiver which recovers the position and the
amplitude of the pulses by applying line spectrum estimation
techniques in the frequency domain. This receiver provides
the advantages of a digital implementation without the high
power consumption and area penalty caused by a fast running
or several low-speed ADCs. In addition, power consumption
can be traded for demodulation quality simply by varying the
sampling rate. As a result, this receiver provides a flexible
alternative to traditional architectures.

This paper is structured as follows. In the next section, we
describe the signal model and demodulation algorithm of the
subsampling receiver. The performance for pulse position and
amplitude modulations is discussed in Section III. The degra-
dation caused by equalizer imperfections (noisy estimation of
the propagation channel and signal-to-noise ratio) is verified in
Section IV. The paper closes with an overview of the receiver
architecture and complexity in Section V.
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II. APPLICATION OF SUBSAMPLING TECHNIQUES TO

PULSED UWB SIGNALS

A. Signal Model and Subsampled Pulse Detection Algorithms

A transmitted pulsed UWB signal can be expressed as the
convolution between a stream of Dirac impulses sent at frame
rate 1/Tf and the transmitted pulse shape ptx (t):

s(t) = ptx (t) ∗
+∞∑

n=−∞

K∑
k=1

an,kδ(t − nTf − tn,k) (1)

where an,k ∈ {0,±A,±3A, . . .} and tn,k ∈ {0, Δ, 2Δ, . . .}
are the data streams modulating K pulse amplitudes and
positions per period Tf , respectively. For the sake of simplicity,
we omit the Pseudo-Noise (PN) spreading code in (1) as the
working principles of the subsampling receiver are indepen-
dent of the spreading technique.

We first assume a channel impulse response h(t) which
does not modify the transmitted pulse shape, i.e. h(t) =∑Np

i=1 αiδ(t − τi), where Np is the total number of paths. The
received pulsed UWB signal r(t) can then be modeled as the
convolution between a stream of Diracs with period 1/Tf , the
received pulse shape prx(t), and h(t):

r(t) = prx(t)∗h(t)∗
+∞∑

n=−∞

K∑
k=1

an,kδ(t−nTf−tn,k)+n(t) (2)

where n(t) is the received Additive White Gaussian Noise
(AWGN). Assuming a pulse shape ptx(t) with a spectrum
centered at DC, the theory on sampling signals with finite rate
of innovation [18] can be applied: the received signal r(t) is
filtered by an ideal low-pass filter with frequency response

Glp(f) =
{

1 |f | ≤ M/Tf

0 |f | > M/Tf
(3)

where M ≥ K , and M/Tf � fNyquist. Let glp(t) =
MT−1

f sinc(MT−1
f t) be the corresponding impulse response.

The filtered signal rlp(t) = r(t) ∗ glp(t) is sampled at a
rate fs = Nf/Tf , with Nf ∈ N and Nf ≥ (2M+1). The
resulting samples rlp[l] = rlp(lTs), with Ts = 1/fs, are
converted to the frequency domain by an FFT of size Nf .
Although the minimum sampling rate for a given half band-
width M/Tf is fs,min=(2M+1)/Tf , practical aspects such
as efficient implementations of power of two FFTs suggest
to adopt fs = 2�log2(2M+1)�/Tf as sampling rate. In both
cases, Ns = 2M + 1 frequency domain samples r

(n)
f [k] =∑Nf−1

m=0 rlp[m + nNf ]e−2πimk/Nf , where −M ≤ k ≤ M ,
are available for each interval I(n) = [nTf , (n + 1)Tf [ of
the received signal. Based on these samples, the construction
of an annihilating filter is suggested in [18] in order to
estimate the position of the pulses in each interval, under
the assumption of noiseless conditions. In presence of noise,
parametric Power Spectrum Density (PSD) estimation meth-
ods applied to r

(n)
f [k] provide a more robust solution [19]. In

particular, line spectrum PSD estimation methods [20] can
be used after deconvolving the received signal (2) by the
pulse shape prx(t). As further discussed in Section III-A, a
particularly attractive property of these methods in the context
of the subsampling approach is their ability to resolve pulses
separated in time by less than 1/fs. This feature is the direct

consequence of the ability of parametric methods for line
spectra, when applied to time domain sinusoidal signals, to
resolve spectral lines separated in frequency by less than
1/Ts. The deconvolution can be done by dividing r

(n)
f [k]

by the pulse spectrum pf [k] =
∑Nf−1

m=0 plp[m]e−2πimk/Nf ,
with −M ≤ k ≤ M and plp[m] = (prx ∗ glp)(mTs).
However, the number of paths which contribute significantly
to the received energy is very high for typical UWB channels,
requiring parametric estimation methods with unaffordable
high order. It has been suggested in [21] to estimate a reduced
set of principal components; yet, the order remains prohibitive
(>10 for Channel Model 1 in [22]) and affects the receiver
complexity and the sampling rate. Moreover, it is assumed
that the received pulse shape is known at the receiver, whereas
it can actually differ significantly from the transmitted pulse
shape and vary with the propagation paths. Pulse distortion is
caused in particular by the transceiver antennas if these do not
have a constant gain and linear phase frequency response [6].
Such distortion is hard to estimate independently from the
channel effect.

A more realistic signal model, which takes into account the
frequency selective distortion, is therefore given by

r(t) = hc(t) ∗
+∞∑

n=−∞

K∑
k=1

an,kδ(t − nTf − tn,k) + n(t) (4)

where hc(t) =
∑Np

i=1 αipi(t − τi) is the compound channel
impulse response, which includes the distortion caused by the
antennas and the dispersive behavior of the building materials
in the propagation channel. As a result, the deconvolution by
the pulse shape can not be applied. A combination of rational
PSD estimation methods and a polynomial model for the
frequency domain representation of hc(t) is proposed in [23].
However, this approach still suffers from a high sampling rate
caused by the required polynomial order. Instead, we suggest
hereafter to deconvolve the received signal by the compound
channel using an equalizer, and to apply a line spectrum PSD
estimation method of minimal order, which provides more
robust performance than parametric PSD estimation methods.
In particular, we propose in this paper a simplified Minimum
Mean-Square Error (MMSE) equalizer which avoids matrix
operations without compromising the performance of the clas-
sical MMSE equalizer. This solution reduces the complexity
of subsequent blocks: a line spectrum PSD estimation method
of order K only is required, instead of KNp.

B. Basic Principles of the Line Spectrum Receiver

Let Hf,c = diag (hf,c) be defined as a diagonal matrix
with the Ns-point frequency domain representation of the
filtered compound channel hf,c = [hf,c[−M ] . . . hf,c[M ]]T ,
with hf,c[k] =

∑Nf−1
m=0 hlp,c[m]e−2πimk/Nf for −M ≤ k ≤

M , hlp,c[m] = (hc ∗ glp)(mTs). Under the assumption that
maxn,k (tn,k) + Td < Tf , where Td is the delay spread of the
filtered compound channel, the received signal is free of inter
frame interference (IFI) and can be expressed in the frequency
domain as

r(n)
f = T−1

f Hf,cB(n)a(n) + n(n) (5)
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where r(n)
f = [r(n)

f [−M ] . . . r
(n)
f [M ]]T , n(n) corresponds to

the filtered noise in the frequency domain affecting the nth

symbol, B(n) = [b(n)
1 . . . b(n)

K ], b(n)
k = [z−M

n,k . . . zM
n,k]T

with zn,k = e−2πjtn,k/Tf , and a(n) = [an,1 . . . an,K ]T .
We first assume Hf,c is perfectly known by the receiver.
This assumption will be released in Section IV, where the
impact of a limited number of training symbols is assessed. An
equalization filter with frequency response Heq is constructed
based on this training information, and the equalized signal
computed: ŝ(n) = Heqr

(n)
f . A line spectrum method of order

K is then applied to ŝ(n) in order to estimate the positions
{tn,i}K

i=1. We will assume the ESPRIT [24] method is applied,
as it provides slightly more robustness against noise than other
techniques, such as MUSIC [20], [25]. ESPRIT is based on
a rotational invariance property of the signal subspace of the
autocorrelation matrix R = N−1

s YHY, where Y is the data
matrix associated to ŝ(n) = [ŝ(n)[−M ] . . . ŝ(n)[M ]]T :

Y =

⎡
⎢⎣
ŝ(n)[−M + m − 1] . . . ŝ(n)[−M ]

...
...

ŝ(n)[M ] . . . ŝ(n)[M − m + 1]

⎤
⎥⎦ (6)

The parameter m in (6) can be freely chosen and allows
trading the resolution of ESPRIT for robustness against noise.
Let Vs = V [IK0]T be an m×K matrix with an orthonormal
base of the signal subspace of R, obtained from the Sin-
gular Value Decomposition (SVD) Y=UΣVH . By defining
Vs,1= [Im−1 0]Vs and Vs,2= [0 Im−1]Vs, the estimated
positions t̂(n) = [t̂n,1 . . . t̂n,K ]T are obtained as follows

t̂(n) = −∠(eig(Φ)) (7)

with Φ = V+
s,1Vs,2 and V+

s,1 is the pseudoinverse of Vs,1.
The estimated amplitudes â(n) = [ân,1 . . . ân,K ]T are the
least-squares solution of the system (5) after equalization:

â(n) = TfB̂(n)+ ŝ(n) (8)

where B̂(n) is defined similarly to B(n), using
{
t̂n,i

}K

i=1

instead of {tn,i}K
i=1.

The assumptions under which the signal model (5) is
obtained are not critical. First, this model is appropriate for
baseband pulses but can be extended to pulses in the 3.1–10.6
GHz frequency band by using an ideal bandpass filter

Gbp(f) =
{

1 fc − M/Tf ≤ |f | ≤ fc + M/Tf

0 otherwise
(9)

centered at a frequency fc. As discussed in section V, the
selected band can be brought to baseband with a classical
direct conversion architecture in order to avoid noise folding
via aliasing. Second, non-ideal filters, such as Butterworth
filters, can be used to allow for practical implementation of
the receiver. Examples are given hereafter in Section III-C.

C. Channel Equalization Alternatives

We focus on linear equalizers working at symbol rate,
such as Zero-Forcing (ZF) and Minimum Mean-Square Error
(MMSE) equalizers. Fractionally spaced equalizers exacerbate
the sampling rate issue and are not suitable for subsampling
digital UWB receivers.

1) ZF: In this case, Heq = H−1
f,c and the deconvolution by

hc(t) is implemented as a division in the frequency domain.
This straightforward solution requires only the inversion of Ns

complex numbers.
2) Optimal MMSE: The MMSE equalizer minimizes

J = E
{‖s(n) − ŝ(n)‖2

}
, where s(n) = B(n)a(n). Solving for

∂J /∂Heq = 0, the expression of the MMSE is given by

Heq = RsHH
f,c

(
Hf,cRsHH

f,c + Rn

)−1
(10)

where Rs = E
{
s(n)s(n)H

}
and Rn = E

{
n(n)n(n)H

}
are the

data and noise covariance matrices in the frequency domain.
The training of this equalizer requires the inversion of an
Ns×Ns complex matrix. The equalization of each data symbol
r(n)
f by Heq involves a complex matrix multiplication which

requires 2N2
s operations.

3) Suboptimal MMSE: Provided that the pulse shape has
a flat spectrum in the band selected by the receiver, we can
relax the assumption of colored noise and signal covariance
matrices. By approximating Rs and Rn with their diagonal,
(10) requires only the inversion of Ns numbers, since Hf,c

is already diagonal. The estimation of the approximated noise
covariance matrix Rn,diag=σ2

nINs requires only the estimation
of the noise power at the equalizer input, which can be done
during training. The approximated signal covariance matrix
Rs,diag = σ2

s INs is known at the receiver as the Voltage
Gain Amplifier (VGA) sets the signal power at a known
reference level dictated by the Automatic Gain Control (AGC),
irrespective of the received power at the antenna. Defining
SNR = σ2

s /σ2
n, the suboptimal MMSE equalizer can be

expressed as

Heq = HH
f,c

(
Hf,cHH

f,c + SNR−1INs

)−1
(11)

and only involves scalar operations with a complexity of
O(Ns). Similarly, the equalization of each data symbol re-
quires Ns multiplications, like the ZF equalizer. As a result,
this suboptimal MMSE equalizer avoids costly matrix inver-
sions and multiplications.

III. PERFORMANCE OF THE SUBSAMPLING RECEIVER

Monte-Carlo simulations have been carried out in order
to assess the performance of the line spectrum subsampling
receiver with an AWGN channel and in multipath condi-
tions [22]. Given a desired (Eb/N0)des, the AWGN noise
power added in the discrete time simulation to the transmitted
signal is

σ2
n,in =

σ2
s,in

(Eb/N0)des

· W

K/Tf
(12)

where σ2
s,in is the average received signal power and W the

model bandwidth. This allows for a fair comparison of the
receiver performance when using different pulse types and
filter bandwidths. Although the simulation results presented
in this paper have been obtained with the second derivative of
a Gaussian monocycle occupying the 3.1–10.6 GHz band, no
significant difference was observed with other pulses.

Different receiver bandwidths and sampling rates have been
simulated, and a single pulse per period is assumed (K = 1).
The pulse repetition period is high enough (Tf = 51.2 ns) to
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Fig. 1. Examples of PDF of the estimated pulse position.

avoid IFI. The central frequency fc of the receiver bandpass
filter is chosen as the maximum of the pulse PSD.

A. Distribution of the Estimated Position and BER for PPM

Figure 1 shows typical examples of the distribution of the
position estimated by ESPRIT for different levels of Eb/N0

and sampling rates in an AWGN channel. At low Eb/N0 and
sampling rate, the error on the estimated pulse position is in
the order of magnitude of the pulse repetition period. This
extreme situation is not suitable for reliable communication.
At higher Eb/N0 or sampling rates, the pulse position can
be very accurately estimated with a maximum error below
1 ns at Eb/N0 > 20 dB and fs = 1.25 GHz. Indeed, a
remarkable property [26] of line spectrum methods, applied
in this context in the frequency domain instead of the time
domain, is the dependency in O(N−3

s ) of the variance of
the estimated pulse position σ2

t = E
[
(t̂n,1 − tn,1)2

]
with the

number of available samples, i.e. with the receiver bandwidth
and the ADC sampling rate:

σ2
t ≈ σ2

nT 2
f

4π2m (Ns − m)2 σ2
s

(13)

As a result, the performance improves smoothly and rapidly
with increasing bandwidths. Conversely, the receiver degrades
gracefully with lower sampling rates instead of suffering from
a severe performance penalty due to sub-Nyquist sampling.
Furthermore, the dependency of σ2

t in O(N−3
s ) instead of

O(N−2
s ) allows pulses separated by less than 1/fs to be

distinguished. This property is equivalent to the ability of
these methods, applied traditionally in the time domain to
sinusoidal signals, to estimate frequencies separated by less
than fs/N , where N is the number of samples. Finally, it
should be observed the receiver can reach a performance close
to the optimum. Indeed, the lowest estimation error for a given
pulse period and sampling rate is achieved for m = Ns/3, in
which case

σ2
t ≈ 27σ2

nT
2
f

16π2N3
s σ2

s

(14)

AWGN

CM1

(MMSE)

CM1

(ZF)

Fig. 2. BER PPM, fs = 625 MHz, with ZF (solid), MMSE (dotted), and
simplified MMSE (dashed) equalizers.

which is very close to the Cramer-Rao bound

σ2
t,CRB ≈ 3σ2

nT
2
f

2π2N3
s σ2

s

(15)

As a result, the performance degradation of the subsampling
receiver with respect to the ideal receiver, based on perfect
matched filtering, is essentially caused by the limited fraction
of signal energy which is captured by the bandpass filter in
the receiver front-end. A subsampling receiver based on line
spectrum estimation techniques provides therefore a particu-
larly attractive solution compared to conventional receivers for
pulsed UWB.

The Probability Density Function (PDF) of the estimated
position depends on Eb/N0 and the number of samples.
At low Eb/N0 and sampling rates, it presents a heavy tail
which causes the rejection of the null hypothesis of a nor-
mal distribution at 5% confidence level by a Kolmogorov-
Smirnov (K-S) test. Indeed, it is known that the estimates
of sinusoidal frequencies using subspace rotation techniques
are not Gaussian distributed [25], although the distribution is
asymptotically normal [27]. The number of available samples
from subsampled UWB signals, with a pulse repetition rate
and a sampling rate in the order of magnitude of tens to hun-
dreds of MHz, is too small compared to the asymptotic case.
However, the K-S test becomes positive for fs > 500 MHz
and Eb/N0 > 25 dB.

Figs. 2 and 3 illustrate the BER curves for PPM for various
sampling rates as a function of the modulation index Δ. The
MMSE and ZF equalizers present the same performance in an
AWGN channel, since only the pulse PSD, which is almost
flat in the considered band, is equalized. Since the estimated
pulse position follows asymptotically a Gaussian distribution
in AWGN channel conditions, we can approximate the BER
expression as

PB ≈ Q

(√
ηEb

N0

)
(16)

where η is the fraction of signal energy captured by the
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AWGN

CM1

(MMSE)

CM1

(ZF)

Fig. 3. BER PPM, fs = 1.25 GHz, with ZF (solid), MMSE (dotted), and
simplified MMSE (dashed) equalizers.

bandpass filter. This fraction is proportional to the bandwidth
of the filter and can be approximated as η ≈ (Ns/Tf)/B,
where B is the signal bandwidth, B ≈ (10.6−3.1) = 7.5 GHz.
Following these approximated expressions, the degradation at
fs = 1.25 GHz, for example, with respect to an ideal matched
filter receiver is in the order of magnitude of 8 dB and is in
agreement with the simulation results for an AWGN channel
in Fig. 3.

When considering realistic multipath conditions such as
CM1, which present numerous amplitude dips in their fre-
quency response, the ZF BER may still be close to the MMSE
for particular channel realizations. However, the MMSE out-
performs the ZF equalizer when the results are averaged over
a high number (100) of realizations. The noise power term
in (10) and (11) prevents noise enhancement at these locations,
as confirmed by the increasing performance improvement of
the MMSE vs. the ZF equalizer for larger receiver bandwidths
and sampling rates. Interestingly, the suboptimal MMSE based
on diagonal covariance matrices does not introduce any signif-
icant BER penalty for the sampling rates which allow for reli-
able communication, i.e. Mmin≈8 or fs,min ≈16/Tf . Indeed,
the receiver bandwidth is then sufficiently high, compared to
the pulse repetition rate, to validate the approximation of the
signal and noise covariance matrices by their diagonal.

B. Distribution of the Estimated Amplitude and BER for PAM

Similarly to PPM, the estimated amplitude follows a normal
distribution at high sampling rate. The BER curves for PAM
modulation and various sampling rates (Fig. 4) give rise to
conclusions similar to PPM. The superior results of the MMSE
vs. the ZF equalizer for increasing bandwidth are visible in
figure 4 for the curves averaged over 100 different CM1
realizations.

The conclusions of these results for PAM and PPM are
that 1) the MMSE equalizer provides a clear performance
advantage compared to a ZF solution, and 2) the simplified
MMSE provides a BER similar to the optimal MMSE but

MMSE

ZF

Fig. 4. BER PAM, with ZF (solid), MMSE (dotted), and simplified MMSE
(dashed) equalizers.

at much lower complexity, as it avoids inverting an Ns×Ns

matrix.

C. Application of Realistic Filters

Ideal filters were assumed so far in order to evaluate the
performance of the receiver independently of implementation
aspects. In presence of a realistic filter with impulse response
g(t), the signal model (5) can be expressed as

r(n)
f = T−1

f GfHf,cB(n)a(n) + n(n) (17)

where Gf = diag (gf) represents the sampled frequency do-
main response of the filter, where gf = [gf [−M ] . . . gf [M ]]T ,
and gf [k] =

∑Nf−1
m=0 g(mTs)e−2πimk/Nf for −M ≤ k ≤ M .

The working principles of the receiver remain applicable
provided that fs ≥ 2f0, where f0 is the cut-off frequency
of the filter. This condition guarantees that the amount of
aliasing due to the transition band and the limited rejection
in the stopband remains negligible.

For a given fs, the parameter M , which specifies the
number of frequency domain samples effectively used within
the Nf available samples, can be freely chosen. By defining
H̃f,c = GfHf,c and replacing Hf,c by H̃f,c in (11), the
equalizer will indeed attempt to compensate for the attenuation
of the samples r

(n)
f [k], f0Tf ≤ |k| ≤ M , which lie outside of

the passband. In practice, the best performance is obtained
when M ≈ f0Tf , so that all selected samples lie in the
passband.

As an example, Fig. 5 illustrates the BER curves for PPM
modulation with different filters in AWGN conditions. In all
cases, f0 = fs/2 and M = f0Tf . The simplified MMSE
equalizer (11) is assumed. The filter response is therefore not
taken into account in the equalizer, in order to observe the
impact of the attenuated frequency domain samples which are
located close to the cut-off frequency. As it can be seen from
Figs. 2, 3 and 5, the degradation is limited to 2–4 dB. This
scenario corresponds to a worst case situation. In practice, the
compound channel impulse response seen by the equalizer
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Fig. 5. Examples of BER for 4th order Butterworth and 2nd order Chebyshev
Type I filters. The ripple factor of the Chebyshev filter is 1 dB.

during training will include the filter response, and the same
performance as in Figs. 2–3 will be achieved.

IV. IMPACT OF IMPERFECT EQUALIZATION

A. Noisy Estimation of the Propagation Channel

In this section, we release the assumption of perfect
knowledge of the propagation channel. Instead, the receiver
is assumed to obtain ĥf,c, the minimum variance unbiased
estimation of hf,c, from a noisy sequence of Npch training
symbols r(j)

f , 0≤j≤Npch−1: ĥf,c = N−1
pch

∑Npch−1
j=0 r(j)

f . The
noisy suboptimal MMSE equalization filter with frequency
response Ĥeq is then constructed:

Ĥeq = ĤH
f,c

(
Ĥf,cĤH

f,c + σ2
n/σ2

s INs

)−1

(18)

where Ĥf,c = diag(ĥf,c).
1) Degradation in Terms of Signal-to-Noise Ratio: The

degradation in terms of SNR caused by the noisy channel
estimation can be estimated as follows. Let heq and ĥeq be
defined as

heq = [heq[−M ] . . . heq[M ]]T = diag(Heq) (19)

ĥeq =
[
ĥeq[−M ] . . . ĥeq[M ]

]T
= diag(Ĥeq) (20)

The equalized symbol ŝ = [ŝ[−M ] . . . ŝ[M ]]T , where we
omit the symbol index n for readability as we focus on the
demodulation of a single symbol, can be expressed as

ŝ[k] = (hf,c[k]s[k] + n[k])ĥeq[k] (21)

= (hf,c[k]s[k] + n[k])(heq[k] + nh[k]) (22)

where nh[k] is the noise affecting heq[k] and −M ≤ k ≤M .
The SNR at the input of the equalizer is given by

(SNR)in = 10 log10

(
E[|hf,cs|2]/E[|n|2]

)
(23)

=2 ns, f
s
=156 MHz

=16 ns

f
s
=156 MHz

=2 ns,

f
s
=1.25 GHz

=16 ns,

f
s
=1.25 GHz

Fig. 6. BER for PPM as a function of the sampling rate, number of training
symbols, and modulation index, in AWGN channel.

where we omit the index k for readibility. The SNR at the
output of the equalizer is given by

(SNR)out = 10 log10

(
E[|heqhf,cs|2]

E[|heqn + hf,csnh + nnh|2]

)
(24)

As the noise affecting the data symbol and the estimated
channel are not correlated, the SNR degradation is given by

(SNR)deg = 10 log10

E[|heqn + hf,csnh + nnh|2]
E[|heqn|2]

(25)

= 10 log10

(
1 +

σ2
hf,c

σ2
s

Npchσ2
heq

+
σ2

n

Npchσ2
heq

)
(26)

where σ2
heq

= E[hH
eqheq], and σ2

hf,c
= E[hH

f,chf,c]. The second
term in (26) dominates at low SNR, where σ2

heq
≈ σ2

hf,c
σ4

s /σ4
n,

and may lead to the conclusion that a large number of training
symbols is required to achieve robust channel estimation. As
shown in the next section, however, an evaluation of the
performance degradation in terms of BER shows this is not
the case.

2) Degradation in Terms of Bit Error Rate: While the
SNR degradation provides an assessment means which is
independent of any particular demodulation algorithm, the
BER constitutes the ultimate design criterion. Fig. 6 shows the
BER curves for PPM modulation in AWGN conditions. When
operating in reduced quality mode (low receiver bandwidth,
sampling rate, and power consumption), the performance
of the receiver is constrained by the limited signal energy
being captured and number of available samples, even if the
modulation index Δ is increased. As a result, the preamble
length can be kept small (e.g. Npch = 8 symbols) without
impacting the reception quality in this mode of operation.
On the contrary, the number of training symbols affects the
BER if the receiver operates in improved quality mode (high
sampling rate and power consumption). As expected from the
SNR analysis, increasing the preamble length improves the
BER with diminishing return.
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=156 MHz, CM1

f
s
=156 MHz,

AWGN

f
s
=1.25 GHz,
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f
s
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AWGN

Fig. 7. BER for PAM as a function of the sampling rate and the number of
training symbols, in AWGN and multipath channel conditions.

In multipath channel conditions, the receiver becomes less
sensitive to the preamble length, as illustrated by Fig. 7 for
PAM modulation. The degradation remains minor (1 dB) if
Npch = 16. Similar conclusions apply to PPM and other
channel models.

As a result, the receiver is robust against imperfect knowl-
edge of the propagation channel, since a limited number
of training symbols is sufficient. In addition, the simulation
results confirm the flexibility of the receiver with respect to
conventional architectures, such as selective or partial Rake
receivers. Indeed, these require proper estimation of the tap po-
sitions and amplitudes, whereas the training of the simplified
MMSE equalizer is a straightforward operation. Finally, these
results also suggest flexible channel estimation schemes. For
example, the transmitter could adapt the number of training
symbols sent depending on the operation mode of the receiver,
which can be modified according to the remaining battery
level. The receiver and transmitter need to be in a feedback
loop in this case.

B. Imperfect Estimation of the Signal-to-Noise Ratio

In addition to the frequency response of the propaga-
tion channel, the suboptimal MMSE equalizer requires the
estimation of the signal-to-noise ratio at the input of the
equalizer. We consider here the impact of an estimation
error in this term, assuming that the propagation channel
is perfectly known. In order to assess the sensitivity of the
receiver’s performance irrespective of any particular SNR es-
timation algorithm, we introduce an error factor α in (11), i.e.

Heq(α) = HH
f,c

(
Hf,cHH

f,c + (αSNR)−1INs

)−1

. Figure 8

illustrates the relative BER degradation BER(α)/BER(0)
for various sampling rates and AWGN power levels. The
performance degradation remains limited even for an SNR
estimation error of 10 dB. The receiver is more sensitive
to errors when the BER is low (i.e. at high sampling rate
or high Eb/N0). However, the likelihood of misestimating
significantly the SNR in such conditions is decreasing, so that

E
b
/N

0 
= 30 dB

E
b
/N

0 
= 25 dB

f
s 
= 1.25 GHz

f
s
= 625 MHz E

b
/N

0 
= 25 dB

E
b
/N

0 
= 20 dB

Fig. 8. Sensitivy of the receiver to errors in the estimated SNR in multipath
conditions (CM1).

we can safely conclude that the sensitivity of the receiver to
SNR errors remains low.

V. RECEIVER ARCHITECTURE

A possible receiver architecture is shown in Fig. 9. The
sampling rate is limited by the achievable speed of current
ADC technology and power consumption constraints from the
system specification. A fraction of the total signal bandwidth is
selected by the filters and brought to baseband without aliasing
by the mixer in the analog front-end.

As an alternative architecture, the sampling rate and band-
width of the filters can be fixed at a high value (e.g., 1.25 GHz)
and the mixer frequency remains tunable. The subband within
the spectrum window of the RF filters is then selected by filters
in the digital domain. Although the ADC continuously works
at the highest sampling rate tolerated by implementation con-
cerns and power consumption requirements, this architecture
allows for a more flexible selection of the signal band to be
processed.

A direct bandpass sampling architecture [17] should be
avoided in the case of pulsed UWB signals with a spectrum up
to 10.6 GHz. Such architecture imposes indeed severe require-
ments on aperture jitter and noise folding. Assuming a worst
case analysis based on the classical aperture jitter noise model
SNRaj = −20 log

(
2πfmaxσTaj

)
, where fmax = 10.6 GHz,

the RMS value of the aperture jitter σTaj should be in the
order of magnitude of picoseconds for the aperture noise to
be negligible with respect to the available SNR. In addition,
the wideband noise at the sampling circuitry is aliased to
the signal band. This noise folding issue is exacerbated by
the extreme subsampling factor fc/fs. A direct conversion
architecture (Fig. 9) is therefore preferable.

As shown in [28], the ADC bit width requirements are mod-
erate (3–4 bits), which guarantees low power consumption.
The implementation of a line spectrum estimation method,
such as ESPRIT, is the most complex part of the digital back-
end. It requires expanding a data matrix using a Singular Value
Decomposition (SVD), solving a least-squares problem and
computing the roots of a polynomial. However, the implemen-
tation of ESPRIT is reduced to the SVD in the particular case
of K=1, i.e. a single pulse per period Tf , as the other opera-
tions become trivial. The implementability is improved further
by constructing a square data matrix Y, i.e. if m = 	Ns/2
.
(13) and simulations confirm that the performance degradation
with respect to the optimal value of m remains negligible. As
a result, the SVD can be efficiently realized with a square
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Fig. 9. Subsampling receiver architecture.

systolic array of processors performing the diagonalization
task using CORDICs ([29], [30]), without having to carry out
a preliminary QR decomposition [31]. Assuming a maximum
sampling rate of fs = 32/Tf = 625 MHz, for instance, the
SVD requires an array of 8 × 8 processors. Such a systolic
array can easily accommodate different sampling rates, pro-
viding therefore an implementation which can support the
flexibility needed at system-level by the algorithms. Indeed,
the size of the data matrix is reduced at lower sampling rates,
and unnecessary processors can be switched off to minimize
the power consumption. Rapid prototyping techniques have
allowed us to estimate a receiver complexity of 2 MGates,
which is in the same range as the few digital Rake UWB
receivers reported [11], [32].

The complexity of the FFT is small compared to that
of ESPRIT, by virtue of the limited number of samples.
As an example, a 32-point FFT is required in case of a
maximum sampling rate of fs = 32/Tf = 625 MHz. Several
implementations of 128-point FFTs supporting 1 GSamples/s
for UWB applications have been reported, such as [33]–[36],
and typically require 100 to 300 KGates at clock speeds
ranging from 125 to 500 MHz. In addition, the FFT can be
implemented on a systolic array of simple processors, such
as e.g. [37], like ESPRIT. By doing so, the cost of the FFT
is even further minimized if the same architecture is used for
both operations.

VI. CONCLUSIONS

This paper has presented and assessed a flexible subsam-
pling receiver for pulsed UWB communication in the 3.1–
10.6 GHz frequency band. The demodulation performance
of the receiver can be traded for power consumption and
is essentially limited by the amount of energy captured, i.e.
the undersampling ratio. The subsampling receiver is robust
against imperfections of the equalizer, and has a complexity
comparable with classical digital receivers which have been
realized and reported in the literature.
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