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Distributed Space-Time Cooperative Systems with
Regenerative Relays
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Abstract— This paper addresses some of the opportunities and
the challenges in the design of multi-hop systems that utilize
cooperation with one or two intermediate regenerative relays
to provide high-quality communication between a source and
a destination. We discuss the limitations of using a distributed
Alamouti scheme in the relay channel and the additional com-
plexity required to overcome its loss of diversity. As an alternative
to the distributed Alamouti scheme, we propose and analyze
two Error Aware Distributed Space-Time (EADST) systems built
around the Alamouti code. First, using a bit error rate based
relay selection approach, we design an EADST system with one
and two regenerative relays that rely on feedback from the
destination and we show that the proposed system improves on
the distributed Alamouti scheme. In addition, we prove that the
proposed one relay EADST system collects the full diversity of
the distributed MISO channel. Second, we introduce an EADST
system without feedback in which the relaying energies depend
on the error probabilities at the relays. Numerical results show
that both EADST systems perform close to the error probability
lower bound obtained by considering error-free reception at the
relays.

Index Terms— Distributed space-time coding, cooperative sys-
tems, regenerative relays.

I. INTRODUCTION

STRONG shadowing, shielding, and or other longer term
link degradations can be major detriments to the connec-

tivity of parts of a wireless communication system. All the
deleterious effects of the channel become more severe with
the potential operation at higher frequencies, which may be
needed for transceiver compactness and desired higher data
rates. One possible solution is to use cooperating relay nodes
as tetherless multiple antennas to effect distributed spatial
diversity and low-power connectivity. Depending on the nature
and complexity of the system, the nodes can serve as simple
amplify-and-forward relays (i.e., non-regenerative relays) as
in [1]–[3] or become sophisticated proxies that can carry out
detection, storage, regeneration and coding, and aid in routing.
In either case, the virtual arrays provide a structure that can
be exploited as an extended MIMO system [4]–[6].

The initial work on the relay channel goes back as far as
[7], where the capacity of the degraded relay channel has
been solved. The capacity bounds proposed in [7] have been
extended to a more practical cooperative system that considers
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the half-duplex constraint at the relay [8], [9]. Extensions to an
n node network have been proposed in [10] where a transport
capacity of Θ(n) bit-meters per second is shown to be achiev-
able. The majority of the research on the relay channel has
been concentrated on information theoretic bounds [5], [11]–
[13] and channel coded transmissions [14]. Performance of the
uncoded non-regenerative cooperative systems has also been
reported in [15]–[17]. However, after the work of [4], which
reignited the interest in cooperative systems, little attention
has been given to uncoded schemes with regenerative relays,
and it is in part due to the difficulties in modeling the errors
at the relays.

Using distributed space-time coding over the relay chan-
nel was proposed independently in [3], [18], [19] and the
effect of errors at the relays for a regenerative Distributed
Space-Time Coding (DSTC) setup was analyzed in [6], [20]–
[22]. In contrast with [6], which considers a suboptimum
distributed Alamouti scheme, the work in [21] proposes the
Maximum-Likelihood (ML) receiver for a DSTC system using
both distributed Alamouti and Orthogonal Frequency Division
Multiplexing. In addition, [21] shows how to allocate power
between the source and the relay depending on the error
probability at the relay. The work of [20] complements the
results in [21] by establishing performance-complexity trade-
offs between a regenerative and a non-regenerative distributed
Alamouti system. Unlike non-regenerative relays, regenerative
relays do not naturally induce diversity in the system. It has
been observed that due to errors at the relays the systems with
distributed antennas using channel coding and/or distributed
space-time coding lose diversity when compared to a one-hop
MIMO system with the same number of antennas [22], [23].
In particular, the regenerative distributed Alamouti system
cannot take full advantage of the diversity offered by the relay
channel.

To overcome the loss of diversity of the distributed Alam-
outi system we propose two Error Aware Distributed Space-
Time (EADST) schemes: a quasi-optimum scheme that re-
quires feedback from the destination to the relays and an ad-
hoc scheme, which dispenses with the feedback by taking
advantage of the relative distance between source, relays,
and the destination. The EADST system with feedback is
designed to induce and collect full diversity in a distributed
MISO channel by allowing feedback from the destination and
error probability feedforward from the relays. Both EADST
systems can be utilized in cellular systems as well as in
multi-hop networks without centralized control. The paper is
organized as follows. In Section II we describe the distributed
Alamouti system with one relay. In Section III we show
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that the distributed Alamouti scheme loses diversity in the
relay channel. Using a bit error rate (BER) based two-path
selection combining approach, we propose an EADST system
with feedback that collects the full diversity of the distributed
MISO channel. We also propose an EADST system without
feedback that uses error rate dependent transmission energies
at the relays. In Section IV we extend the results of Section III
to a system with two relays. We analyze the performance of
the proposed systems in Section V by assuming that each link
is Rayleigh distributed. Section VI is reserved for conclusions.

Let us introduce the following notational conventions. The
bold upper (lower) case denotes a matrix (column vector).
Superscript T stands for transpose, and ∗ for conjugate. The
signum function is defined as sgn(x) := |x|/x, for x �= 0,
and sgn(x) := 1 for x = 0. The Q-function is Q(z) :=∫ ∞

z exp(−x2/2)dx/
√

2π. �{x} stands for the real part of
a complex number x and E[·] denotes the expected value
operator.

II. SYSTEM MODEL

In this section we describe the distributed Alamouti scheme,
which is the backbone of the proposed EADST schemes. We
consider a multiuser interference-free wireless communication
system that uses wireless relay stations. The relays have no
data symbols of their own to transmit; their goal is to improve
the quality of the link between the source and the destination.
The relay stations cannot transmit and receive simultaneously
using the same channel resources because the signals received
by the relay would be affected by strong interference from
the relay’s own transmitter (i.e., self-interference). In order
to avoid self-interference a cooperative system requires two
orthogonal subspaces for the signals received and transmitted
by the relays (a.k.a the relay’s half-duplex constraint). If the
relays use two orthogonal signal subspaces, they can also
eliminate multiple-relay-interference, which is the interference
collected by one relay from all the other active relays in the
system. For brevity of argument, we consider two different
frequency bands, i.e., band A and band B for transmitting
and receiving signals at the relays. More precisely, the relays
monitor only band A on which they receive the information
signal from the active source, and transmit in band B to the
destination. All the radios in the system use one antenna per
transceiver.

Through a relay discovery process and protocol, which is
not the focus of this paper, it is assumed that the source
has access to one fixed relay station R1. The source uses
energy E per symbol to communicate with the destination.
During the generic time slot i the source broadcasts in band
A to the relay and the destination the data block

√
εAs[i] =√

εA[s[2i], s[2i + 1]]T, where εA = ρE � E is the trans-
mitted bit energy in band A. The data symbols, {s[n]}n, are
drawn from a BPSK constellation with unit energy and are
assumed independent and identically distributed. Relay R1,
which monitors frequency band A, receives

r1[i] = hsr1

√
εAs[i] + z1[i], (1)

where hsr1 is the slow varying fading channel between the
source and relay R1, and z1[i] is the noise vector with each
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Fig. 1. Discrete-time equivalent relay channel with the half-duplex constraint.
The signals yA[i] and yB [i + 1] are received at the destination on the non-
overlapping frequency bands A and B, respectively.

entry being a complex circular Gaussian random variable with
variance N0/2 per dimension. Provided that the relay acquires
the channel hsr1 perfectly, the decision vector for s[i] with
maximum likelihood decoding is x1[i] = r1[i]/

(√
εAhsr1

)
.

The relay R1 quantizes x1[i] in order to obtain an estimate
of s[i], which can be written as ŝ[i] = [ŝ[2i], ŝ[2i + 1]]T =
2 sgn

(
x1[i]

) − 1. The probability of error at the relay R1

is Pr1 := Q
(√

2εA|hsr1 |2/N0

)
. During the next time slot,

i.e, time slot i + 1, the source and the relay transmit in
band B using an Alamouti-type space-time code. The source
transmits u0[i + 1] =

√
εBs[i], which is the same as the

block transmitted in band A during the previous time slot
except for the transmit energy εB = E − εA. The source
transmits continuously in band A as well as in band B.
The transmissions from the source in band B are a delayed
version of its transmissions in band A. The relay R1 transmits
u1[i + 1] = √

αr1

[
ŝ∗[2i + 1],−ŝ∗[2i]

]T
, where the transmit

energy at the relay is αr1 = ρr1E � Er1 , Er1 is the maximum
transmit symbol energy at the relay, and ρr1 is not necessarily
less than 1. While transmitting u1[i + 1], the relay receives
r1[i + 1] from the source to update the information symbols
needed for the relay-source cooperation in the next time-
slot. One can very well use the standard Alamouti code pairs
in [24] to mitigate inter-symbol interference (ISI). However,
repetition coding offers extra flexibility (when for example
channel coding is considered [14]), and shifts most of the
additional complexity associated with cooperation to the relay
since the source can be unaware of the cooperation strategy
selected by the destination.

The synchronization of the relay and the source has been
achieved during the call setup procedure, which is not dis-
cussed in this paper. We further assume that the transmissions
in band B from the relay and the source reach the destination
at the same time. In this case we can write the signals received
at the destination in bands A and B as

yA[i] =
[
yA[2i], yA[2i + 1]

]T = hA
√

εAs[i] + zA[i], (2)

yB[i + 1] =
[
yB[2(i + 1)], yB[2(i + 1) + 1]

]T
= hr1du1[i + 1] + hBu0[i + 1] + z[i + 1].

(3)

Notice from Fig. 1, which depicts the discrete-time equiv-
alent relay channel, that yA[i] is received in band A and
yB [i + 1] is received in band B. We assume that zA[i] and
z[i] := [z[2i], z[2i+1]]T are mutually independent noise vec-
tors with each entry being a complex circular Gaussian random
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variable with zero mean and variance N0/2 per dimension.
We also assume that the effect of the slowly time-varying flat
fading is captured by the independent random variables hsr1 ,
hr1d, hA, and hB . We choose a double subscript notation for
the links to and from the relay. The first subscript specifies the
the transmitter and the second subscript identifies the receiver.
For example, hr1d denotes the channel between relay R1 and
the destination.

III. SYSTEM DESIGN

The main focus of this paper is to expose the limitations
of the distributed Alamouti system and to propose EADST
systems based on the Alamouti codes. The first step, which
motivates the proposed EADST design, is to analyze the
performance of the distributed Alamouti system and determine
its diversity order. Before we proceed with the bit error rate
analysis, we need to specify the receiver at the destination.
For conciseness we take i = 0, and without loss of generality
we write (3) as

yB[1] =
[
yB[2], yB[3]

]T = hB
√

εB

[
s[0], s[1]

]T

+ hr1d
√

αr1

[
θr1 [1]s∗[1], −θr1 [0]s∗[0]

]T

+ z[1],
(4)

where θr1 [n] ∈ {−1, 1} is a random process that characterizes
the error event at the relay. More precisely, if an error occurs at
relay R1 at time n, then θr1 [n] = −1 and the error probability
is Pr(θr1 [n] = −1) = 1 − Pr(θr1 [n] = 1) = Pr1 . If we
process ỹB [1] := [yB[2], y∗

B[3]]T with the 2 × 2 orthogonal
matrix G1 := [

√
εBh∗

B,−√
αr1hr1d;

√
αr1h

∗
r1d,

√
εBhB], we

obtain [x[2], x[3]]T:= G1ỹB . Recall that since the Alamouti
receiver in [24] removes the ISI introduced by the MISO
channel without enhancing the noise, it achieves the same error
performance as a system that uses orthogonal transmissions
and has half the bandwidth efficiency of the Alamouti system.
To show that this property is not shared by the distributed
Alamouti system, we reference the orthogonal transmissions
cooperative (OTC) system with one relay proposed in [1],
which plays the same role in the relay channel as the system
with orthogonal transmissions plays in the MISO channel. An
OTC system can be readily obtained if all radios transmit on
orthogonal channels. For example, the source transmits s[i] on
bands A and B, while the relay uses a third frequency band,
C, to transmit an estimate of s[i]. The destination optimality
combines the 3 orthogonal transmissions using a maximum
likelihood (ML) receiver similar to the one proposed in [1].
By inspecting

x[2] =
(
αr1 |hr1d|2θ1[0] + εB|hB|2)s[0]
+
√

αr1εBhr1dh
∗
B

(
θ1[1] − 1

)
s[1]

+
√

εBh∗
Bz[2]−√

αr1hr1dz
∗[3]

(5)

we can see that if the relay introduces errors, G1 cannot
remove the ISI. Since the OTC system is not affected by ISI,
it outperforms the distributed Alamouti system. Nevertheless,
if the quality of the channel between the source and the
relay increases, which translates to less errors at the relay,
we expect a diminishing performance gap between the OTC
system and the distributed Alamouti system. Notice that the

OTC system uses 50% more bandwidth than the distributed
Alamouti system and the comparison between the two systems
is unfair. However, we prefer not to compensate for the
bandwidth overexpansion in the OTC case because we want
to compare the BER of both the distributed Alamouti and the
proposed EADST designs against the BER of the OTC, which
constitutes a performance limit for DSTC systems (without
feedback).

To maintain the simplicity of an Alamouti-type system,
the destination only uses x[2] in order to estimate s[0], even
though discarding x[3] is suboptimal since information about
s[0] is also contained in x[3]. Note, however, that when Pr1 is
low, θr1 [1] = 1 with high probability and the ISI is eliminated
most of the time. Of course, if θr1 [n] = 1, ∀n (i.e., no errors
at the relays), then the system in (5) reverts to the standard
Alamouti system. Because detecting s[1] from x[3] is similar
to detecting s[0] from x[2], it is enough to focus only on s[0].

A. Unknown Pr1 at the destination

If in the distributed Alamouti system the destination cannot
make use of the statistics of θr1 [n], there is little to be done in
order to come up with an effective receiver at the destination.
Even though the relay does not detect all the symbols correctly,
the destination is forced to assume, that the relay does not
make any errors, i.e., θr1 [n] = 1, for all n, which is the most
plausible assumption given the limited amount of information
available at the destination. The destination takes into account
both (2) and (5), and decides that

s[0] = 1 only if t := x[2] + h∗
A

√
εA yA[0] � 0. (6)

Note that the receiver in (6) is the maximum ratio combiner
(MRC) receiver only if the detection at the relay is error-free.
The bit error probability (BEP) for the detection criterion in
(6) is P (αr1) = Pr

(�{t} < 0|s[0] = 1
)
, which after simple

manipulations leads to

P (αr1)=(1−Pr1)
2
Q

(
αs√
N1

)
+(1−Pr1)Pr1Q

(
αd√
N1

)

+ 0.5(1−Pr1)Pr1

[
Q

(
αs+β1B√

N1

)
+Q

(
αs − β1B√

N1

)]

+ 0.5P 2
r1

[
Q

(
αd + β1B√

N1

)
+ Q

(
αd − β1B√

N1

)]
,

(7)

where αs := αr1 |hr1d|2 + εB|hB|2 + εA|hA|2, αd :=
−αr1 |hr1d|2+εB|hB|2+εA|hA|2, β1B :=2√αr1εB �{hr1dh

∗
B}

and N1 := αsN0/2. Derivation of (7) is not reproduced at
this point. We will see later that (7) can be easily obtained
as a specialization of (18). The main motivation for the paper
comes from the following proposition:

Proposition 1. The diversity gain of a system with P̄ (αr1) :=
E[P (αr1)], where the expectation is taken over the channels
hsr1 , hr1d, hA, hB is determined only by the distribution of
hsr1 , which is the channel between the source and relay R1.
The proof presented in Appendix I allows us to conclude that
the distributed Alamouti space-time system does not collect
the full diversity of the MISO channel. Furthermore, the
receiver in (6) destroys the diversity of the repetition code used
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at the source. For example, with Rayleigh fading channels the
repetition coding will induce diversity order 2 in point-to-point
transmissions if hA is not fully correlated with hB . However,
the slope of P̄ (αr1) becomes -1 as the SNR at the destination
increases (see Appendix I). We can intuitively understand the
diversity behavior of the distributed Alamouti system if we
model the error at the relay as a 180 degree phase error in
the estimation of hr1d. Phase errors lead to a non-coherent
combination of channel coefficients, and therefore, to loss of
diversity.

B. Known Pr1 at the destination

In this subsection we present the main result of the paper:
the design of two simple DSTC systems with better error
performance than the distributed Alamouti system. We have
seen in the previous subsection that the diversity performance
of the distributed Alamouti system is poor without knowledge
of Pr1 at the destination1. If the destination knows Pr1 , it
can use, as proposed in [21], a maximum likelihood (ML)
receiver to process yA[i] and yB[i]. Similar to the previous
suboptimum receiver, the ML receiver does not collect the full
diversity of the relay channel. When using the Alamouti codes
over the relay channel the result is an inter-symbol interference
(ISI) channel. To collect the full diversity of the ISI channel
the receiver needs full (deterministic) information about all
channel taps and not just statistical information, which is the
case when Pr1 is made available to the destination. Even
though the ML receiver has the potential to collect diversity,
the Alamouti code does not enable the diversity of the relay
channel.

It is essential to modify the distributed transmitter in order
to improve on the previously proposed Alamouti schemes.
The general idea is to modulate the transmit power at the
relay in response to variations of the channel between the
source and relay. We will show later that we can recover
the diversity lost by the distributed Alamouti system if we
judiciously design the relay’s amplification energy αr1 . Before
we describe the EADST system and the algorithm used to
recover the diversity, we outline the reasoning behind the
proposed algorithm. We start by focusing on the amplification
energy αr1 that maximizes the signal to interference and noise
ratio (SINR) at the destination under the constraint that αr1 �
Er1 . In our quest for a useful SINR function, we model the
errors at the relay as the additive errors e1[0] := ŝ[0]−s[0] and
e1[1] := ŝ[1] − s[1] instead of using the multiplicative errors
θr1 [0] and θr1 [1]. Note that for n ∈ {0, 1}, e1[n] = 2 with
probability Pr1 if s[n] = −1, e1[n] = −2 with probability
Pr1 if s[n] = 1, and e1[n] = 0 with probability 1 − Pr1 . We
rewrite (5) as

x[2]=
(
αr1 |hr1d|2+εB|hB|2)(s[0]+C1e1[0])

+
√

αr1εBhr1dh
∗
Be1[1]+

√
εBh∗

Bz[2]−√
αr1hr1dz

∗[3],
(8)

where C1 := αr1 |hr1d|2/(αr1 |hr1d|2 + εB|hB|2). To decorre-
late the information symbol s[0] and the noise e1[0] in (8) we

1Note that if we consider path loss and shadowing into the channel model,
the coding gain obtained using the scheme in Subsection III-A can overcome
its diversity performance.

use an artifice similar to [1]. If we add e := C1E
[
e1[0]

∣∣s[0]
]

to s[0] and subtract e from C1e1[0] it turns out that s̃[0] :=
s[0] + e and ẽ1[0] := C1e1[0] − e satisfy E

[
s̃[0]ẽ1[0]

]
= 0.

We write (8) in terms of s̃[0] and ẽ1[0] to obtain

x[2]=
(
αr1 |hr1d|2+εB|hB|2)s̃[0]

+(αr1 |hr1d|2+εB|hB|2)ẽ1[0] +
√

αr1εBhr1dh
∗
Be1[1]

+
√

εBh∗
Bz[2]−√

αr1hr1dz
∗[3].

(9)

We can look at (9) as the input-output equation for a system
where the information symbol s̃[0], drawn from the constant-
magnitude constellation {−(1 − 2C1Pr1), 1 − 2C1Pr1)}, is
received in noise that is uncorrelated with s̃[0]. Even though
the noise is not independent of s̃[0] to prompt an inverse
proportional relationship between the BER of a threshold
receiver and its SINR, compensating for the noise correlation
turns out to be instrumental in deriving the proposed EADST
system. Because e = −2C1Pr1 if s[0] = 1 and e = 2C1Pr1

if s[0] = −1, we find s̃[0] = (1 − 2C1Pr1)s[0], and
V ar

[
ẽ1[0]

]
= V ar

[
ẽ1[0]

∣∣s[0] = 1
]

= 4C2
1Pr1(1 − Pr1). The

SINR in (9) is

ξ1(αr1)= (1−2C1Pr1)
2(αr1γr1d+εBγB)2

/[
4C2

1Pr1(1−Pr1)

· (αr1γr1d + εBγB)2+4Pr1αr1γr1dεBγB+αr1γr1d+εBγB

]
,

(10)

where γr1d := |hr1d|2/N0, is the quality of the channel
between the relay and the destination, and γB := |hB|2/N0

is the quality of the channel between the source and the
destination. We substitute C1 = αr1γr1d/(αr1γr1d + εBγB)
in (10) to obtain

ξ1(αr1) =
[
(1−2Pr1)αr1γr1d + εBγB

]2/[
4Pr1

(
1

−Pr1

)
α2

r1
γ2

r1d+ 4Pr1αr1γr1dεBγB + αr1γr1d + εBγB

]
,

(11)

which could be interpreted as a correlation compensated SINR
for a DSTC system. The following proposition establishes the
maximum of (11).

Proposition 2. The global optimum of the problem
max {ξ1(αr1)} subject to 0 � αr1 � Er1 is ξopt

1 =
max {ξ1(0), ξ1(Er1)}.
The proof is presented in Appendix II.

We infer from Proposition 2 that a two-state relay (which
can be switched off or transmit at full power) is a simple
answer to our initial question, i.e., how to adjust the gain
at the relay in order to mitigate the loss of diversity in the
distributed Alamouti scheme. The role of Proposition 2 is to
reduce the acceptable choices for αr1 from the interval [0, Er1 ]
to the set {0, Er1}. The maximum SINR approach identifies
the two choices for the amplification at the relay, but it is
not used to specify when the switching takes place. The relay
switches between αr1 = 0 and αr1 = Er1 based on the error
probability at the destination. If we implement the decision
rule in (6), the error probability is P (αr1) in (7). We propose
the following amplification at the relay

α(1)
r1

:= arg min
αr1∈{0,Er1}

P (αr1). (12)
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The EADST system with the relay amplification given in
(12) is similar to a BER based two-path selection combining
scheme. Notice that instead of selecting among the antennas
located at the destination such as in the classical selection
combining scheme, the scheme is designed to switch between
antennas that are located at the relay and the source. The
result in (12) is not guaranteed to achieve the minimum error
probability for the detector in (6); finding a closed form
solution to the problem min

αr1�0
{P (αr1)} subject to αr1 � Er1

is not an easy task. However, we establish the following result,
which we prove in Appendix III.

Proposition 3. The diversity gain of the EADST system with
αr1 as in (12) is tA + tB + min{tsr1 , tr1d}, where tA, tB ,
tsr1 , and tr1d are the diversity orders of the channels hA, hB ,
hsr1 , and hr1d, respectively.
The result of Proposition 3 is to be contrasted with P̄ (αr1),
which achieves at most the diversity of the channel hsr1 (see
Appendix I).

Instead of the decision rule in (6), one could use the ML
receiver of [21] or refine the detector in (6) by judiciously
weighting x[2] and yA[0] before combining them. However,
by specializing to Rayleigh fading channels, we illustrate later
on that the effect of relay errors on the system’s BER is prac-
tically eliminated when using (12) under certain conditions
to be clarified in Section V. It is important to emphasize at
this point that the scope of the paper is not to analyze optimal
receivers, but to propose receivers that achieve a good balance
between complexity and performance.

Designing an EADST system with αr1 as in (12) requires
solving two problems. First, the destination has to know Pr1

(or equivalently, εA|hsr1 |) in order to compute P (αr1) and
determine which αr1 to use. Second, αr1 has to be transmitted
from the destination to the relay. To solve the first problem
we propose the following scheme. The source transmits pilot
symbols on channel A to facilitate the estimation of |hsr1 | at
the relay and |hA| at the destination. Without utilizing space-
time coding the relay only retransmits on channel B the first 2
out of every 3 pilots received on channel A. The relay powers
down for the duration of the third pilot. To avoid interference
with pilots sent by the relay the source sends pilot symbols
on channel B only when the relay is powered down. In every
group of 3 pilots the relay regenerates the first pilot symbol
and amplifies-and-forwards (see [1]) the second pilot received.
The regenerated pilots at the relay are used by the destination
to estimate the channel between the relay and the destination,
i.e., hr1d. The amplified pilots carry information about the
channel between the source and the relay, and consequently,
εA|hsr1 |hr1d can be estimated at the destination. Knowing
hr1d, the destination can estimate εA|hsr1 |. Notice that the
estimate of εA|hsr1 | depends on the relay noise when in
non-regenerative mode. However, in this paper we are not
concerned about channel estimation errors. We assume perfect
channel estimation for all links.

In Section V we illustrate for fading distributions of interest
that most of the time P (Er1) > P (0). Consequently, there is
no need to use a binary digital modulation scheme to transmit
αr1 to the relay. To minimize bandwidth and power consump-
tion the destination should only send a pulse that switches off

the relay. In most cases we expect the transmission rate on the
feedback channel to be a small percentage of the data symbol
rate of the DSTC system.

Because the feedback channel is bandwidth consuming,
we also propose an EADST system that does not require
transmissions from the destination to the relay. To achieve
this goal we look for an αr1 that is a continuous function
of Pr1 . In order to obtain a more manageable SINR function
we approximate 4Pr1αr1γr1dεBγB and αr1γr1d in (11) with

4Pr1

α2
r1

Er1
γr1dεBγB and

α2
r1

Er1
γr1d, respectively. Note that the

quadratic approximations coincide with the original function
for αr1 = 0 and αr1 = Er1 . If we take the derivative of the
approximate SINR function we find that

αr1 =
(1 − 2Pr1)Er1

1 + 4Pr1

[
εBγB + (1 − Pr1)Er1γr1d

] � Er1 (13)

achieves the unique maximum. Using the amplification in
(13) may require even more feedback from the destination to
the relay than our previous choice for αr1 . However, unlike
(12), Equation (13) can be simplified further. We propose
using the average value of the channel SINRs instead of the
instantaneous values, i.e., replace γr1d and γB in (13) with
γ̄r1d and γ̄B , respectively. Furthermore, because the relay only
cooperates with nearby sources, the path loss from the relay
to the destination is approximately equal to the path loss from
the source to the destination, i.e, γ̄r1d ≈ γ̄B . In this case, we
can choose

α(2)
r1

:=
(1 − 2Pr1)Er1

1 + 4Pr1

[
εB + (1 − Pr1)Er1

]
γ̄r1d

. (14)

If R1 is a fixed relay, γ̄r1d varies slowly in time and can be
communicated to the relay during a calibration phase. Once
the relay knows γ̄r1d, there is no need for a feedback channel
provided that channel hr1d and hB are affected by similar
shadowing and the relay only cooperates with nearby users.
Note that the destination still needs to compute Pr1 in order
to implement the space-time decoder. Even though the ad-hoc
approach in (14) is expected to perform worse then (12), it is
not prone to errors on the feedback channel.

We assumed in Section II that channels A and B are affected
by independent fading. However, if bandwidth resources are
limited, it might not be possible to insure the independence
of hA and hB . In order to gain further insight into the
performance of the EADST system we analyze the extreme
case when the channels A and B are affected by identical
fading, i.e., hA = hB . If we maximize the total SINR at
the destination, i.e., ξ1t(εA, εB) := ξ1(αr1) + εAγA, where
γA := |hA|2/N0, subject to the energy constraint εA+εB = ε,
we obtain that εB = 0 whenever hA = hB . Consequently,
based on the received SINR, we should not use an EADST
scheme with one relay if hA = hB . The solution for this
case requires that a second relay be included in the EADST
scheme, which motivates the analysis in the next section.

Note that in general the maximum of ξ1t(εA, εB) subject to
εA +εB = ε is ξ∗1t = max {ξ1t(ε, 0), ξ1t(0, ε)} irrespective of
the system’s parameters (i.e., the quality of the channels and
the amplification at the relay). The practical usefulness of such
a scheme is limited since it requires channel state information
at the source, which is not assumed in the EADST setup.
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Fig. 2. Discrete-time equivalent channel with 2 relays.

IV. EADST SYSTEMS WITH TWO RELAYS

If it is available, an additional fixed relay, R2, should
be considered in the EADST scheme. The overall approach
remains the same as in the one relay case except that now
R1 and R2 space-time encode the received symbols. The
system’s block diagram is presented in Fig. 2. The source is
not involved in the distributed space-time coding scheme and
it is not transmitting on channel B. To reflect those changes
we modify (3) as follows:

yB[i + 1] =
[
yB[2(i + 1)], yA[2(i + 1) + 1]

]T
= hr1du1[i + 1] + hr2du2[i + 1] + z[i + 1],

(15)

where hr2d is the channel between R2 and the destination,
u2[i] = √

αr2
ˆ̂s[i], where ˆ̂s[i] =

[ˆ̂s[2i], ˆ̂s[2i + 1]
]T =

2sgn
(

r2[i]√
εAhsr2

)
−1, and hsr2 is the channel between the source

and R2.
After processing (15) with the space-time receiver, i.e.,

construct ỹB[1] :=
[
yB[2], y∗

B[3]
]T

and apply the 2 × 2
matrix G2 = [√αr2h

∗
r2d,−√

αr1hr1d;
√

αr1h
∗
r1d,

√
αr2hr2d],

we obtain

x[2]=
(
αr1 |hr1d|2+αr2|hr2d|2

)(
s[0]+C1e1[0]+C2e2[0]

)
+
√

αr1αr2hr1dh
∗
r2d

(
e1[1]−e2[1]

)
+
√

αr2h
∗
r2dz[2]−√

αr1hr1dz
∗[3],

where eq[n] is the detection error at relay Rq and Cq :=
αrq |hrqd|2/(αr1 |hr1d|2+αr2 |hr2d|2), q ∈ {1, 2}. Recall from
the previous section that eq[0] = 2 with probability Prq if
s[0] = −1, eq[0] = −2 with probability Prq if s[0] = 1, and
eq[0] = 0 with probability 1 − Prq . We assume that e1[n]
and e2[n] are independent since they quantify the errors of
different relays. To decorrelate the data symbols and the error
noise we apply the same artifice as in the one relay case. If
we redefine s̃[0] := s[0] + e1 + e2 and ẽq[0] := Cqeq[0] − eq,
where eq := E

[
Cqeq[0]

∣∣s[0]
]

we can write

x[2] =
(
αr1 |hr1d|2 +αr2 |hr2d|2

)(
s̃[0] + ẽ1[0] + ẽ2[0]

)
+
√

αr1αr2hr1dh
∗
r2d

(
e1[1]−e2[1]

)
s[1]

+
√

αr2h
∗
r2dz[2]−√

αr1hr1dz
∗[3],

(16)

It is easy to show that s̃[0] and ẽ1[0] + ẽ2[0] are uncorrelated
and that s̃[0] = (1 − 2C1Pr1 − 2C2Pr2)s[0]. With α :=
[αr1 , αr2 ] and γrqd := |hrqd|2/N0, the SINR for (16) can
be written as in (17). Let us constrain the maximum transmit
power at the relay Rq to be Erq , q ∈ {1, 2}. Similar to the one
relay case the maximum of (17) is achieved on the boundaries

of the feasible region. We establish the following proposition.

Proposition 4. The global optimum of the problem
max {ξ2(α)} subject to 0 � αq � Erq , q ∈ {1, 2}, is
ξopt
2 =max

{
ξ2

(
[Er1 , 0]

)
, ξ2

(
[0, Er2 ]

)
, ξ2

(
[Er1 , Er2 ]

)}
.

We defer the proof to Appendix IV. In order to design a
receiver similar to (12) we need to compute the error prob-
ability for the two-relay system. The receiver uses the same
detection rule as in (6), i.e., s[0] = 1 has been transmitted
only if t2 := x[2] +

√
εAh∗

AyA[0] > 0, where now x[2] is
given in (16). The error probability of the two-relay system,
i.e., P2 = Pr

(�{t2}< 0|s[0] = 1
)
, can be written as in (18),

where S := Pr1 + Pr2 , P := Pr1Pr2 , αs := αr1 |hr1d|2 +
αr2 |hr2d|2 + εA|hA|2, αd1 := −αr1 |hr1d|2 + αr2 |hr2d|2 +
εA|hA|2, αd2 := αr1 |hr1d|2 − αr2 |hr2d|2 + εA|hA|2, β12 :=
2√αr1αr2�{h∗

r1dhr2d}, and N1 := αsN0/2 (see Appendix
V for a sketch of the proof). Notice that by taking Pr2 = 0,
hr2d = hB and αr2 = εB we obtain the error probability of
the one-relay system presented in (7).

Instead of selecting the amplifications at the relays sim-
ilar to (12), i.e., by minimizing P2(α) in (18) over α ∈
{[Er1 , 0], [0, Er2], [Er1 , Er2 ]}, we propose the following ap-
proach. Recall that when α = [Er1 , 0] or α = [0, Er2 ],
there is no ISI in the system. The EADST system reverts
to an OTC system since the signals from the source and the
active relay Rq are received in different bands. More precisely,
yA[0] = hA

√
εAs[0] + zA[0] is received in band A, while

yB[2] = hrqd

√
Erq θrq [0]s[0] + zq[2] is received in band B,

where q is either 1 or 2 depending on which relay is active.
If we choose the maximum SNR receiver of [1], i.e.,

s[0]=1 has been transmitted only if

t
(q)
2 :=

(1 − 2Prq)h∗
rqd

√
Erq

4Prq(1−Prq)|hrqd|2Erq+N0
yB[2]+h∗

A

√
εA yA[0]�0.

the probability of error is P
(q)
2 (α) :=Pr

(
�{t(q)2 }<0|s[0]=1

)
.

We select the amplifications at the relay as

α(1):=arg min
�

P
(1)
2 ([Er1 , 0]), P

(2)
2 ([0, Er2 ]), P2([Er1 , Er2 ])

�
.

(19)

Because we want to eliminate the feedback channel from
the destination to the relays R1 and R2, we propose, similar
to the one relay case (see (14)), the amplifications

α(2)
rq

:=
(1 − 2Prq)Erq

1 + 4Prq

[
Erq̄ + (1 − Prq)Erq

]
γrqd

, (20)

where q̄ = 2 if q = 1 and q̄ = 1 if q = 2. Recall from
the one relay setup that for αrq in (20) to be effective we
require fixed relays that are situated at the same distance from
the destination. In this paper we have proposed suboptimal
receivers for the one- and the two-relay setups. However,
we will see in the next section that by using feedback from
the destination to the relays, the proposed EADST schemes
effectively mitigate the detrimental effects of errors at the
relays.

V. PERFORMANCE ANALYSIS

In this section we analyze the performance of the EADST
system with the relay amplifications given in (12) and (14)
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ξ2(α)=
[(1 − 2Pr1)αr1γr1d + (1 − 2Pr2)αr2γr2d]

2

4Pr1(1−Pr1)γ2
r1dα

2
r1

+4Pr2(1−Pr2)γ2
r2dα

2
r2

+ 4(Pr1 +Pr2)αr1αr2γr1dγr2d+αr1γr1d+αr2γr2d
(17)

P2(α)=(1−S+2P )
[
(1−S+P )Q

(
αs√
N1

)
+(Pr1−P )Q

(
αd1√
N1

)
+(Pr2−P )Q

(
αd2√
N1

)]

+ .5(S−2P )
{

(1−S+2P )
[
Q

(
αs−β12√

N1

)
+ Q

(
αs+β12√

N1

)]

+(Pr1−P )
[
Q

(
αd1+β12√

N1

)
+Q

(
αd1−β12√

N1

)]
+(Pr2−P )

[
Q

(
αd2 +β12√

N1

)
+Q

(
αd2−β12√

N1

)]}
(18)
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Fig. 3. Error performance of the EADST systems with 1 relay; comparison
with the OTC system for equally balanced channels.

for the one relay system, and (19) and (20) for the two relay
system. We compare the error performance of the EADST
systems with the error performance of the OTC system. The
error performance of each system is obtained by averaging its
error probability over 104 channel realizations.

Example 1: one relay and identically distributed fading
channels. We consider an EADST system with one relay. We
assume that all the channels in the system are affected by
Rayleigh fading and their average power is equal to one, i.e.,
E[|hA|2] = E[|hB|2] = E[|hsr1 |2] = E[|hr1d|2] = 1. We
select the transmit energies at the source εA = εB = E/2, and
the maximum amplification at the relay equal to Er1 = E/2.
We plot in Fig. 3, P̄ (Er1), which is the error performance
of the distributed Alamouti system without knowledge of Pr1

at the destination. As predicted in Appendix I the diversity
slope of P̄ (Er1) is -1. We can also see from Fig. 3 that
there is a large performance gap between P̄ (Er1) and the
performance of the distributed Alamouti with a perfect relay,
(i.e., P̄ (Er1) in (7) with Pr1 = 0). Recall from our discussion
at the beginning of Section III that the OTC system with one
relay offers a better lower bound on the EADST designs since
it takes into account the errors at the relay. When we compare
in Fig. 3 the error performance of an EADST system that
uses the relay amplification in (12), i.e., P̄

(
α

(1)
r1

)
, with the

error performance of the OTC we observe that the difference
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Fig. 4. Error performance of the EADST systems with 1 relay; comparison
with the OTC system for unequally balanced channels.

is less than 2dB at 10−5. If no feedback channel is present
in the EADST system then one should expect a degradation
in performance. We can see from Fig. 3 that if the relay
amplifies the regenerated symbols with α

(2)
r1 it looses about 3

dB. Nevertheless, P̄
(
α

(2)
r1

)
shows considerable improvement

when compared to P̄ (Er1).
Example 2: one relay and unbalanced channels. In general,

it is expected from a relay to cooperate only with nearby
sources (e.g., mobile users crossing the coverage area of
the relay). Consequently, the channel from the source to
the relay is on average better than the channel from the
relay to the destination. For example, if the source is twice
closer to the relay than the destination and if we consider
a path loss coefficient of log2(10) ≈ 3.32, we obtain that
E[|hsr1 |2]/E[|hr1d|2] = 10. To find the effect of the new setup
on the performance of the EADST system, we select the same
channel parameters as in Example 1 with the exception of
hsr1 , which has E[|hsr1 |2] = 10. When the quality of channel
hsr1 increases, the relay makes less errors, and P̄

(
α

(1)
r1

)
and

P̄
(
α

(2)
r1

)
come closer to the error performance of the OTC

system than in Example 1. We see from Fig. 4 that P̄
(
α

(1)
r1

)
is almost indistinguishable from the error performance of the
OTC system. Even though P̄ (Er1) seems to follow the lower
bounds at low SINR, it is performing poorly at high SINR
due to its diversity problem. Notice that P̄

(
α

(2)
r1

)
is losing
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diversity too. However, it is a slower process and it happens
at a higher SINR.

Example 3: two relays with balanced and unbalanced
channels. In this example we do the same comparison as above
for a two relay scenario. We take εA = E since the source
does not transmit on channel B. We select identically distrib-
uted unit power Rayleigh fading channels, i.e., E[|hA|2] =
E[|hsrq |2] = E[|hrqd|2] = 1, q ∈ {1, 2}, and we plot in Fig. 5,
P̄2([E/2, E/2]), P̄2

(
α(2)

)
, the performance of the EADST

system with the amplifications in (19), the performance of
the OTC system with two relays, and P̄2([E/2, E/2]) with
Pr1 = Pr2 = 0. In order to simulate the error performance of
the OTC system with two relays we use the ML receiver:

s[0] =1 only if a+log
{[

(1−S−P ) +(Pr1−P )e−b

+(Pr2−P )e−c+Pe−b−c
]/[

(1−S−P )e−b−c

+(Pr1−P )e−c+(Pr2−P )e−b+P
]}

>0,

(21)

where a := 4�{√εAh∗
AyA}/N0, b := 4�{√αr1h

∗
r1dy1}/N0,

c := 4�{√αr2h
∗
r2dy2}/N0. The signals yA, y1, and, y2

contain information about s[0], and they are received on
orthogonal channels from the source, R1, and R2, respectively.
We observe in Fig. 5 the same behavior as in the one relay
case, i.e, P̄2(α(1)) and P̄2(α(2)) are close to the lower bound
provided by the OTC system, while P̄2([E/2, E/2]) is consid-
erably worse than even P̄2(α(2)). Even when we increase the
quality of channels {hsrq}2

q=1 by selecting E[|hsrq |2] = 10,
for i ∈ {1, 2}, we observe little improvement when plotting
P̄2([E/2, E/2]) in Fig. 6. We conjecture that in order to suc-
cessfully implement a DSTC system with regenerative relays
the destination has to provide some feedback to the relays
or take advantage of the spatial localization of the source
and relays. Note, however, that even though the distributed
Alamouti scheme performs poorly when compared to the
proposed schemes, it is the least complex system since it does
not require {Prq}2

q=1 at the destination.
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Fig. 6. Error performance for the EADST systems with 2 relays and
unequally balanced channels.

Example 4: robustness to imperfect channel estimates. We
analyze the robustness of the proposed EADST with feedback
by modeling all channel estimates as in [25], [26], i.e., ĥ =
h+e, where h is the true channel and e is the estimation error.
If we assume that h is Gaussian with zero mean and we use
an MMSE channel estimator, then e is a zero mean Gaussian
random variable. With an ideal low pass Doppler spectrum
it is possible to show that the variance of the estimation
error is σ2

e ≈ (2LfdT )N0/E, where L − 1 is the number
of information symbols between any two pilot symbols, fd

is the Doppler spread, T is the symbol duration, and E/N0

is the symbol SNR (see [26]). If we consider a Doppler
spread of 200Hz, which is representative of a mobile going
over 100km/h, and with a symbol rate of 200ksymbols/s, the
normalized Doppler spread is fdT = 10−3. If we pick L =
50 (see [26] for other representative alternatives) we obtain
σ2

e = 0.1N0/E. Because we consider the channel powers to
be normalized to 1, the signal-to-noise ratio for the channel
state information (CSI) in dB is SNRCSI = E/N0 + 10 dB.

In our simulations we consider that all links have the
same SNRCSI . For SNRCSI = E/N0 + 10 dB and for
the same channel parameters as in Example 2, we plot in
Fig. 7 the average bit error rate of the proposed EADST
system, i.e., P̄ (α(1)

1 ), versus the average bit error rate of
a distributed Alamouti with ideal relays. We observe little
degradation in performance when we compare Fig. 7 with
Fig. 4. Satisfactory results are obtained even if we drop the
CSI SNR to SNRCSI = E/N0 + 5dB. Note, however, that
as SNRCSI decreases, the gap between the performance of
the proposed system and the distributed Alamouti with ideal
relays increases. The reason is that in addition to errors in
designing the matched filter receiver, the proposed system
has errors at the relay, and errors in computing the bit error
rates for the selection combining approach. In spite of the
additional error sources we expect the EADST system to
perform well for mobile speeds below 100km/h. Robustness
to imperfect CSI is a result of the binary decision process for
the amplification at the relay. Similar to the 2 × 1 Alamouti



3138 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 5, NO. 11, NOVEMBER 2006

0 5 10 15 20 25
10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

1 02  w 0, +10dBCSIP E p SNR E N

(1)
1 0 w +10dBCSIP SNR E N

1 02  w 0, 5dBCSIP E p SNR E N

(1)
1 0 w 5dBCSIP SNR E N

1 02  w 0, 10dBCSIP E p SNR E N

(1)
1 0 w 10dBCSIP SNR E N

0 10dBCSISNR E N

0 +5dBCSISNR E N
0 +10dBCSISNR E N

0E N

Er
ro

r R
at

e
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space-time coding system for collocated antennas, the EADST
system loses diversity with a fixed SNRCSI .

Example 5: amount of feedback from the destination to the
relays. In this example we analyze the amount of feedback
required by the relays. We let the destination transmit a pulse
whenever it has to switch off the relays. For the one and
two relay setups we plot in Fig. 8 the feedback rate as a
percentage of the information symbol rate for two cases: 1)
E[|hsrq |2] = 10, E[|hrqd|2] = 1 and 2) E[|hsrq |2] = 100,
E[|hrqd|2] = 1, q ∈ {1, 2}. The rest of the channels are the
same as in Example 1. We observe that the feedback rate is
between 1% and 10% of the feedforward data rate depending
on the setup; increasing the quality of the channel between the
source and the relay translates to a lower feedback rate. Notice
that at low SINR the EADST system uses both relays most of
the time. As the SINR increases, the feedback becomes more
important. Intuitively, that explains why the slope of the error
probability of an EADST system without feedback degrades
when increasing the SINR.

VI. CONCLUSIONS

In this paper we have analyzed regenerative DSTC systems
that use the Alamouti space-time code. We have shown that
the distributed Alamouti coding design loses diversity in the
relay channel. We have proposed a novel EADST scheme with
one relay that is able to achieve full diversity by switching
between cooperation using the Alamouti design and one-hop
transmissions from the source to the destination based on the
minimum error probability at the destination. We have also
proposed a feedback-free EADST system, which improves on
the distributed Alamouti design by allowing the amplification
at the relay to depend on the relay’s own error rate. We have
shown that the design guidelines for a one relay system can be
extended to a two relay system and we have illustrated through
simulations that both the one and the two relay schemes
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Fig. 8. Feedback rate over information symbol rate for one and two relay
systems.

perform close to the error probability lower bound obtained
by considering error-free relays.

APPENDIX I

Proof of Proposition 1. We show that the channel between
the source and the relay (i.e., hsr1) limits the diversity slope
of P̄ (αr1). Notice that P (l) := (1−Pr1)Pr1Q(αd/

√
N1) is a

lower bound on P (αr1). If we define ζ1 := 2ρr1 |hr1d|2 and
ζT := 2(ρ|hA|2 + (1 − ρ)|hB|2), we can write P (l) = (1−
Pr1)Pr1Q

(√
E
N0

ζT −ζ1√
ζT +ζ1

)
. Because ζT −ζ1√

ζT +ζ1
<

√
ζT−

√
0.5ζ1

for ζT < ζ1, the average error probability is

P̄ (αr1)>E

�
(1−Pr1)Pr1Q

��
E

N0

ζT −ζ1√
ζT +ζ1

��
>E[(1−Pr1)Pr1 ]

·
� ∞

0

�� ∞

u

Q

��
E

N0

	√
u−

√
0.5v


�
pζ1(v)dv

�
pζT (u)du,

where pζ1(v) is the PDF of ζ1 and pζT (u) is the PDF

of ζT . Furthermore, since Q
(√

E
N0

(√
u−√

0.5v
))

� 1 −
exp

[− E
N0

(
√

u−√
0.5v)2

]
when v � 2u,

P̄ (αr1) >E[(1−Pr1)Pr1 ]

·
∫ ∞

0

[∫ ∞

2u

(
1−e

− E
N0

(
√

u−√0.5v)2
)
pζ1(v)dv

]
pζT (u)du.

(22)

There are 4 terms in (22), but only I :=
−E[Pr1 ]

∫ ∞
0

∫ ∞
2u

e−
E

N0
(
√

u−√0.5v)2pζ1(v)pζT (u)dvdu and
J = E[Pr1 ]

∫ ∞
0

(∫ ∞
2u pζ1(v)dv

)
pζT (u)du should be analyzed

at high E/N0. If we let ζ := (
√

ζT − √
0.5ζ1)2, we

can write I := −E[Pr1 ]
∫ ∞
0

e−
E

N0
upζ(u)du, where pζ(u)

is the PDF of ζ conditioned on ζ1 > 2ζT . If pζ(u) is
continuous and admits a Taylor series expansion about
zero, i.e., pζ(u) = ut−1p

(t−1)
ζ (0)/(t − 1)! + o(ut), where

p
(t−1)
ζ (u) is the (t − 1)th order derivative of pζ(u) and

t is the smallest integer greater or equal to 1 for which
p
(t−1)
ζ (0) �= 0, we can always find a finite δζ > 1 such that
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ut−1δζp
(t−1)
ζ (0)/(t − 1)! � pζ(u) for all u � 0. We obtain

that I � IL := −E[Pr1 ]
δζp

(t−1)
ζ (0)

(t−1)!

∫ ∞
0

e−
E

N0
uut−1du =

−E[Pr1 ]
(

E
N0

)−t

δζp
(t−1)
ζ (0). Note that IL converges to zero

as fast as E[Pr1 ]
(

E
N0

)−t

when E/N0 increases. Because

JU := 1 − ∫ ∞
0

(∫ ∞
2u pζ1(v)dv

)
pζT (u)du does not depend on

E/N0, J = E[Pr1 ]JU is the dominant term at high SINR.
The highest diversity achieved by the distributed Alamouti
scheme is the diversity of the channel hsr1 (and it is 1 if
|hsr1 | is Rayleigh distributed).

APPENDIX II

Proof of Proposition 2. The sign of the derivative of ξ1(αr1)
depends only on f(αr1) := εBγBf0+αr1γr1df1, where f0 :=
1−4Pr1(1+εBγB) and f1 := 1−2Pr1(1+2εBγB). If f0 > 0
and f1 � 0 then the optimum is achieved for αr1 = Er1

since ξ1(αr1) is increasing with αr1 . If f0 � 0 and f1 � 0
then the optimum is achieved for αr1 = 0 since ξ1(αr1) is
decreasing with αr1 . The case when f0 > 0 and f1 < 0 cannot
be achieved. We show next that for Pr1 ∈ [0, 1/2], f0 > 0
implies f1 � 0. If f0 > 0, then εBγB < δp := 1−4Pr1

4Pr1
.

If we substitute εBγB = δp in f1, we obtain the minimum

f1 = 1 − 2Pr1

(
1 + 2 1−4Pr1

4Pr1

)
> 0, which is what we had to

prove. It remains to analyze the case when f0 � 0 and f1 > 0.
However, in this case, the unique solution to f(αr1) = 0
achieves the minimum instead of the maximum ξ1(αr1). The
maximum is always achieved on the boundaries of the feasible
region, i.e., ξopt

1 = max {ξ1(0), ξ1(Er1)}, which concludes
the proof2.

APPENDIX III

Proof of Proposition 3. When αr1 = 0 the relay does
not transmit any information and if γA := |hA|2/N0, then
P (0) = Q

(√
2(εAγA + εBγB)

)
, which can be trivially

upper bounded as P (0) < 4Q
(√

2(εAγA + εBγB)
)
.

Finding a useful bound for P (Er1) is only a
bit more laborious. The first term of P (Er1) is
(1 − Pr1)2Q

(
αs/

√
N1

)
= (1 − 2Pr1 + P 2

r1
)Q

(√
2αs/N0

)
< (1 − Pr1 + P 2

r1
)Q

(√
2Er1γr1d

)
, where in order to

establish the inequality we used αs � Er1 |hr1d|2. Using
a similar approach and the fact that Q(x) < 1, the
second, third and fourth terms in P (Er1) can be upper
bounded by

(
Pr1 − P 2

r1

) [
1−Q

(
Er1 |hr1d|2/

√
N1

)]
,(

Pr1 − P 2
r1

) [
Q

(√
2Er1γr1d

)
+1

]
, and

P 2
r1

[
1−Q

(
Er1 |hr1d|2/

√
N1

)
+1

]
respectively. After

canceling out opposite terms we obtain P (Er1) <
Q(

√
2Er1γr1d) + 2Pr1 . Using the definition of Pr1 ,

i.e., Pr1 = Q
(√

2εAγsr1

)
, we can easily establish

that P (Er1) < 4Q
(√

2 min{εAγsr1 , Er1γr1d}
)
.

Hence, min{P (0), P (Er1)} <
4Q

(√
2 max {εAγA+εBγB, min{Er1γr1d, εAγsr1}}

)
.

Note that the last bound is 4 times the probability of error
of a system with one-hop BPSK transmissions and SINR
ξt := max

{
εAγA + εBγB, min{Er1γr1d, εAγsr1}

}
. Using

2As a result of the analysis in Appendix II we can also claim that ξ1(αr1 )
is quasi-convex for 0 � αr1 � Er1 irrespective of the channel conditions.

the high SINR approximation developed in [27] for the
symbol error rate of one-hop systems, we can show that the
diversity gain of a system with SINR min{Er1γr1d, εAγsr1}
is min{tsr1 , tr1d}. Our conclusion follows from the fact ξt

can be interpreted as the SINR at the output of a selection
combiner preceded by a maximum ratio combiner (see also
Proposition 4 and its corollary in [27]).

APPENDIX IV

Proof of Proposition 4. We start the analysis by proving the
following lemma.
Lemma 1. Let Df be a closed set in the Euclidean N -space. If
a function f : Df → R is differentiable and has no stationary
points in the interior of Df (i.e., the largest open set included
in Df ), then any local maximum or minimum of f(x) is
achieved on the boundaries of Df .
We prove Lemma 1 by contradiction. We assume that there is
a non-stationary point x0 in the interior of Df that achieves a
minimum or a maximum of f(x0). If ∇f(x0) �= 0, then f(x0)
can be increased or decreased by either moving ε > 0, which
is small enough to guarantee feasibility, in the direction or in
the opposite direction of the gradient ∇f(x0). Consequently,
∇f(x0) has to be zero and as a result, x0 is a stationary point,
which is a contradiction. �
The numerator in ∇ξ2(α) is zero for α1 = [0, 0],
α2 =

[
Pr1−Pr2

8γr1dPr1Pr2 (1−Pr1−Pr2 ) ,
−(Pr1−Pr2)

8γr1dPr1Pr2 (1−Pr1−Pr2 )

]
and α3 =

[ −(Pr1−Pr2)(1−2Pr2 )

2γr1d[P 2
r1

+P 2
r2

−4Pr1Pr2 (1−Pr1−Pr2+2Pr1Pr2 )] ,
(Pr1−Pr2 )(1−2Pr2 )

2γr1d[P 2
r1

+P 2
r2

−4Pr1Pr2 (1−Pr1−Pr2+2Pr1Pr2)]

]
. Therefore, if

{αi}3
i=1 are stationary points, they are the only stationary

points of ξ2(α). Because {αi}3
i=1 are not in the interior of

Dξ := {[0, Er1 ]× [0, Er2 ]}, which is the constraint set of the
optimization problem, we conclude from Lemma 1 that the
maximum of ξ2(α) can only be achieved on the boundaries of
Dξ . We analyze 4 cases in order to exclude most of the points
on the boundaries. Before we proceed with the analysis let us
exclude the point [0, 0] since it is evident that ξ2([0, 0]) = 0
is the minimum of ξ2(α) when α ∈ Dξ .
Case 1. Let αr1 ∈ (0, Er1 ] and αr2 = 0. The SINR in (17)
becomes

ξ2([αr1 , 0])=
(1 − 2Pr1)2γr1dαr1

4Pr1(1−Pr1)γr1dαr1 +1
, (23)

which is an increasing function of αr1 . The maximum of (23)
is achieved for αr1 = Er1 .
Case 2. Let αr1 = 0 and αr2 ∈ (0, Er2 ]. Using the same
approach as in Case 1 we obtain a maximum when αr2 = Er2 .
Case 3. Let αr1 ∈ [0, Er1 ] and αr2 = Er2 . We observe that
the sign of the derivative of ξ2([αr1 , Er2 ]) with respect to
αr1 depends only on g(αr1) = Er2γr2dg0 +αr1γr1dg1, where
g0 := 1 − 4Pr1 + 2Pr2 − 4Er2γr2d

(
Pr2 − Pr1 − 2Pr1Pr2 +

4Pr1P
2
r2

)
and g1 := 1 − 2Pr2 − 4Er2γr2d

(
Pr2 − Pr1 +

2Pr1Pr2 − 4P 2
r1

Pr2

)
. If Pr2 � Pr1 +2Pr1Pr2 − 4Pr1P

2
r2

then
both g0 and g1 are positive, and consequently, ξ2([αr1 , Er2 ]) is
increasing with αr1 . The maximum is achieved at αr1 = Er1 .
If Pr2 < Pr1 + 2Pr1Pr2 − 4Pr1P

2
r2

, we follow the same
steps as in Appendix II. For the case when g0 and g1 have
the same sign the maximum is achieved for αr1 = Er1 or
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αr1 = 0 since ξ2([αr1 , Er2 ]) is either increasing or decreasing.
Note that g1 is non-positive as long as Er2γr2d ∈ Dγ :=[

1−2Pr1

4
(
Pr1−Pr2−2Pr1Pr2+4P 2

r1
Pr2

) ,∞
]

. However, Er2dγr2d ∈
Dγ also implies g0 < 0, and therefore, g0 > 0 and g1 � 0
is not a valid case. It remains to analyze g0 < 0 and g1 > 0.
In this case the stationary point αr1 = −Er2γr2dg0

γr1dg1
attains

the minimum of ξ2([αr1 , Er2 ]). The maximum is reached for
either αr1 = 0 or αr1 = Er1 .
Case 4. The analysis for the case when αr1 = Er1 and
αr2 ∈ (0, Er2 ] is similar to Case 3.
Consequently, the only points that could reach the maximum
irrespective of the system’s parameters are [Er1 , 0], [0, Er2 ],
and [Er1 , Er2 ], which concludes the proof. �

APPENDIX V

We condition the error probability of the two-relay sys-
tem, i.e. P2, on the error variables and on the data symbol
s[1] to obtain P (i) := Pr

(�{t2} < 0|s[0] = 1, θ1[0] =
i1, θ1[1] = i2, θ2[0] = i3, θ2[1] = i4, s[1] = i5

)
, where

i := [i1, i2, i3, i4, i5] ∈ {0, 1}4 × {−1, 1}. Using the law of
total probability we write

P2(α) =
∑

i∈{0,1}4×{−1,1}
0.5Pr(θ1[0] = i1)Pr(θ1[1] = i2)

· Pr(θ2[0] = i3)Pr(θ2[1] = i4)P (i).
(24)

Since conditioned on {θ1[i]}2
i=1, {θ2[i]}2

i=1, and s[1], �{t2}
is a Gaussian random variable, we can write P (i) in terms of
the Q-function. After simple manipulations we obtain (18).

REFERENCES

[1] J. N. Laneman and G. W. Wornell, “Energy-efficient antenna sharing and
relaying for wireless networks,” in Proc. IEEE Wireless Communications
and Networking Conference (WCNC 2000), vol. 1, pp. 7–12.

[2] V. Emamian and M. Kaveh, “Combating shadowing effects for systems
with transmitter diversity by using collaboration among mobile users,” in
Proc. International Symposium on Communications, vol. 9.4, pp. 105.1–
105.4.

[3] P. A. Anghel, G. Leus, and M. Kaveh, “Distributed space-time coding
in cooperative networks,” presented at the 5th Nordic Signal Processing
Symposium (Norsig ’02), Oct. 2002, published in Proc. International
Conference Acoustics, Speech and Signal Processing (ICASSP’03), vol.
4, pp. 73–76.

[4] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity–
part I and part II,” IEEE Trans. Commun., vol. 51, no. 11, pp. 1927–
1948, Nov. 2003.

[5] J. N. Laneman and G. W. Wornell, “Distributed space-time-coded
protocols for exploiting cooperative diversity in wireless networks,”
IEEE Trans. Inf. Theory, vol. 49, no. 10, pp. 2415–2425, Oct. 2003.

[6] P. A. Anghel and M. Kaveh, “On the diversity of cooperative systems,”
in Proc. IEEE International Conference on Acoustics, Speech, and
Signal Processing (ICASSP 2004), vol.4, pp. 577–580.

[7] T. Cover and A. E. Gamal, “Capacity theorems for the relay channel,”
IEEE Trans. Inf. Theory, vol. 25, no. 9, pp. 572–584, Sept. 1979.

[8] A. Høst-Madsen, “On the capacity of wireless relaying,” in Proc. IEEE
VTC Fall, vol. 3, pp. 1333–1337.

[9] ——, “Capacity bounds for cooperative diversity,” IEEE Trans. Inf.
Theory, submitted March 2005.

[10] P. Gupta and P. R. Kumar, “Towards an information theory of large
networks: an achievable rate region,” IEEE Trans. Inf. Theory, vol. 49,
no. 8, pp. 1877–1894, Aug. 2003.

[11] M. Gastpar and M. Vetterli, “On the asymptotic capacity of gaussian
relay networks,” in Proc. IEEE International Symposium on Information
Theory, p. 195.

[12] M. A. Khojastepour, A. Sabharwal, and B. Aazhang, “Bounds on achiev-
able rates for general multi-terminal networks with practical constraints,”
in Proc. Information Processing in Sensor Networks Workshop, pp. 146–
161.

[13] N. Jindal, U. Mitra, and A. Goldsmith, “Capacity of ad-hoc networks
with node cooperation,” in Proc. IEEE International Symposium on
Information Theory, p. 271.

[14] M. Janani, A. Hedayat, T. E. Hunter, and A. Nosratinia, “Coded
cooperation in wireless communications: space-time transmission and
iterative decoding,” IEEE Trans. Signal Processing, vol. 52, no. 2, pp.
362–371, Feb. 2004.

[15] Y. Hua, Y. Mei, and Y. Chang, “Parallel wireless mobile relays with
space-time modulations,” in Proc. IEEE Workshop on Statistical Signal
Processing, pp. 375–378.

[16] M. O. Hasna and M.-S. Alouini, “Harmonic mean and end-to-end per-
formance of transmission systems with relays,” IEEE Trans. Commun.,
vol. 52, no. 1, pp. 130–135, Jan. 2004.

[17] A. Ribeiro, X. Cai, and G. Giannakis, “Symbol error probabilities for
general cooperative links,” in Proc. IEEE International Conference on
Communications (ICC ’04), vol. 6, pp. 3369–3373.

[18] M. Dohler, A. Aghvami, F. Said, and A. Ghorashi, “Electronic data
communication systems: virtual antenna arrays,” World Patent Reference
Number WO03003672 (UK Patent Application 0115-799.9), 2001.

[19] J. N. Laneman and G. W. Wornell, “Distributed space-time coded
protocols for exploiting cooperative diversity in wireless networks,” in
Proc. IEEE Global Telecommunications Conference (GLOBECOM ’02),
vol. 1, pp. 77–81.

[20] S. Barbarossa and G. Scutari, “Distributed space-time coding strategies
for wideband multihop networks: regenerative vs. non-regenerative
relays,” in Proc. IEEE International Conference on Acoustics, Speech,
and Signal Processing (ICASSP ’04), pp. 501–504.

[21] ——, “Distributed space-time coding for multihop networks,” in Proc.
IEEE International Conference on Communications (ICC ’04), vol. 2,
pp. 916–920.

[22] G. Scutari and S. Barbarossa, “Distributed space-time coding for regen-
erative relay networks,” IEEE Trans. Wireless Commun., vol. 4, no. 5,
pp. 2387–2399, Sept. 2005.

[23] J. Boyer, D. D. Falconer, and H. Yanikomeroglu, “Multihop diversity
in wireless relaying channels,” IEEE Trans. Commun., vol. 52, no. 10,
pp. 1820–1830, Oct. 2004.

[24] S. M. Alamouti, “A simple transmit diversity technique for wireless
communications,” IEEE J. Sel. Areas Commun., vol. 16, no. 8, pp. 1451–
1458, Aug. 1998.

[25] J. Cavers, “Variable-rate transmission for rayleigh fading channels,”
IEEE Trans. Commun., vol. 20, no. 1, pp. 15–22, Feb. 1972.

[26] X. Cai and G. Giannakis, “Adaptive PSAM accounting for channel
estimation and prediction errors,” IEEE Trans. Wireless Commun., vol. 4,
no. 1, pp. 246–256, Jan. 2005.

[27] Z. Wang and G. B. Giannakis, “A simple and general parameterization
quantifying performance in fading channels,” IEEE Trans. Commun.,
vol. 51, no. 8, pp. 1389–1398, Aug. 2003.

Paul A. Anghel received his B.S. degree in electri-
cal engineering from the Polytechnic University of
Bucharest in 1997. He received his M.S. degree from
University of Virginia in 2000 and his Ph.D. degree
from University of Minnesota in 2005. Dr. Anghel
is now a Research Associate in the Electrical and
Computer Engineering Department at University of
Minnesota. His interests lie in the area of multi-
hop communication theory, data networks, signal
processing applications for wireless communication.
Specific research interests include cooperative net-

works, space-time coding for distributed MIMO systems, information theo-
retic limits of multi-hop communication, and cross-layer design.



ANGHEL et al.: DISTRIBUTED SPACE-TIME COOPERATIVE SYSTEMS WITH REGENERATIVE RELAYS 3141

Geert Leus was born in Leuven, Belgium, in 1973.
He received the electrical engineering degree and the
PhD degree in applied sciences from the Katholieke
Universiteit Leuven, Belgium, in June 1996 and May
2000, respectively. He has been a Research Assistant
and a Postdoctoral Fellow of the Fund for Scien-
tific Research - Flanders, Belgium, from October
1996 till September 2003. During that period, Geert
Leus was affiliated with the Electrical Engineering
Department of the Katholieke Universiteit Leuven,
Belgium. Currently, Geert Leus is an Assistant Pro-

fessor at the Faculty of Electrical Engineering, Mathematics and Computer
Science of the Delft University of Technology, The Netherlands. During
the summer of 1998, he visited Stanford University, and from March 2001
till May 2002 he was a Visiting Researcher and Lecturer at the University
of Minnesota. His research interests are in the area of signal processing
for communications. Geert Leus received a 2002 IEEE Signal Processing
Society Young Author Best Paper Award and a 2005 IEEE Signal Processing
Society Best Paper Award. He is a member of the IEEE Signal Processing for
Communications Technical Committee, and an Associate Editor for the IEEE
Transactions on Wireless Communications, the IEEE Transactions on Signal
Processing, the IEEE Signal Processing Letters, and the EURASIP Journal
on Applied Signal Processing.

M. Kaveh received his B.S. and PhD degrees from
Purdue University in 1969 and 1974, respectively,
and his M.S. degree from the University of Califor-
nia at Berkeley in 1970. He has been at the Uni-
versity of Minnesota since 1975, where he currently
holds the Centennial Chair in ECE and serves as
the Associate Dean for Research and Planning for
the Institute of Technology. He served as Head of
the ECE Department at Minnesota 1990-2005, was a
design engineer at Scala Radio Corp., San Leadndro,
CA, 1970, and has consulted for industry, including

the MIT Lincoln Laboratory, 3M, and Honeywell.
Dr. Kaveh has been professionally active in the Signal Processing Society

of the Institute for Electrical and Electronic Engineers (IEEE), which he has
served in a number of capacities, including VP for Awards and Membership,
a member of the Board of Governors, the VP for Publications, Chairman of
the Publications Board, co-chair of the Fourth ASSP Workshop on Spectrum
Estimation and Modeling, and General Chair of ICASSP93. He was elected a
Fellow of IEEE in 1988, was the recipient (with A. Barabell) of a 1986 ASSP
Senior (Best Paper) Award, the 1988 ASSP Meritorious Service Award, an
IEEE Third Millennium Medal in 2000, the IEEE Signal Processing Societys
2000 Society Award, and a 2002 Outstanding Electrical and Computer
Engineer Award from Purdue University.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


