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ABSTRACT

We present a low-complexity equalizer for multicarrier code-
division multiple-access (MC-CDMA) downlink systems over
time-varying (TV) multipath channels with non-negligible Dop-
pler spread. The equalization algorithm, which is based on a
block minimum mean-squared error (MMSE) approach, exploits
the band structure of the frequency-domain channel matrix by
means of a band LDL factorization. The complexity of the pro-
posed block MMSE equalizer is linear in the number of subcar-
riers, and smaller with respect to a serial MMSE equalizer char-
acterized by a similar performance.

1. INTRODUCTION

Multicarrier techniques based on orthogonal frequency-division
multiplexing (OFDM), such as MC-CDMA, gained a lot of at-
tention for wireless mobile communications [1][2]. Indeed,
thanks to the cyclic prefix (CP), OFDM systems allow for an
easy equalization of time-invariant (TI) frequency-selective
channels by means of 1-tap equalizers [1]. Moreover, MC-
CDMA systems are able to collect the frequency diversity gain
offered by TI frequency-selective channels, since the users’ data
are spread in the frequency domain. Also in this case the equali-
zation can be very simple, especially if the despreading operation
is decoupled from the equalization [2].

However, the request for communications in high-mobility
environments suggests that future MC-CDMA designs should
take into account not only the frequency-selectivity of the multi-
path channel, but also its time variability. This requirement
greatly complicates the equalization, because the Doppler spread
associated with the TV channel generates intercarrier interfer-
ence (ICI), and hence destroys the orthogonality of the subcarri-
ers [3], as it happens for OFDM [4][5].

Recently, various techniques have been proposed to coun-
teract such ICI effects in multicarrier systems [6]-[11]. It has
been shown that nonlinear equalizers based on ICI cancellation
generally outperform linear approaches, since they are able to
collect the diversity introduced by the time-selectivity of the
channel [7]-[10]. Anyway, linear schemes still preserve their
importance. First, linear equalizers are usually less complex, and
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hence more suitable for the downlink. Second, nonlinear
schemes often employ a linear equalizer to obtain the tentative
decisions used to cancel out the ICI. Third, the cancellation of
the ICI due to the interfering users requires the knowledge about
the spreading codes of the other users, whereas in the downlink a
mobile user generally does not know which users are active.

By focusing on MC-CDMA downlink systems, we present
an MMSE equalizer that, in order to reduce complexity, takes
advantage of the band structure of the frequency-domain channel
matrix. The proposed algorithm firstly performs the LDL" fac-
torization [12] of the band matrix to be inverted, and then di-
rectly solves the associated linear system. The overall complex-
ity, evaluated in number of complex operations, is linear in the
number of subcarriers, and quadratic in the channel matrix
bandwidth [12], which can be selected to trade off performance
for complexity.

The proposed scheme is a block equalizer, which jointly
equalizes all the subcarriers, as in [7] and [10]. Those schemes,
such as [6][8][9], which separately equalize each subcarrier
discarding the data received on the faraway subcarriers, are usu-
ally called serial equalizers. The comparison between the pro-
posed block MMSE equalizer and a serial MMSE equalizer de-
rived from [9] evidences a reduction in complexity, while pre-
serving performance.

2. MC-CDMA SYSTEM MODEL

We consider an MC-CDMA downlink system with K users, N
subcarriers, N, of which are active and N, = N - N, inactive,
and a cyclic prefix of length L. Using a notation similar to [1],
the ith transmitted block can be expressed as

ufi]="T,F"a[i], (M

where u[i] is a column vector of dimension P=N+L, F is
the NXN unitary FFT matrix, a[i] is the N X1 vector that
contains the frequency-domain data, and T, =[I[, I%]" is the
Px N matrix that inserts the cyclic prefix, where I, contains
the last L rows of the identity matrix I, . We assume that at
both edges N, /2 subcarriers are reserved as guard frequency
bands, as expressed by

ﬁ[i]r = [01 X Ny /2 a[i]T 01 ><NV/2] : (@)
The data contained in the N, x1 vector a[i] are obtained by
multiplexing the symbols of different users, as expressed by

ali]=Csli], 3)

where s[i] is the K X1 vector that contains the data symbols of
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the K users, and C is the N, xK matrix whose kth column
¢, contains the unit-norm spreading code of the kth user.

After the parallel-to-serial conversion of (1), the stream
u[n] is transmitted through a time-varying multipath channel,
where h[n,l] denotes the /th path of the impulse response at
time » (including the pulse-shaping effects at transmitter and
receiver). Throughout the paper, we assume that the maximum
delay spread 7, is smaller than the cyclic prefix duration
T =LTy, where T,=T/N is the sampling period, and
A, =1/T is the subcarrier spacing.

At the receiver side, assuming time and frequency synchro-
nization, the received sequence obtained after sampling can be
expressed as

S

x[n]= ih[n,l]u[n —I]+wn], “4)

where w{n] represents the additive white Gaussian noise
(AWGN). By serial-to-parallel conversion, the P received sam-
ples relative to the ith block are grouped in the vector x[i], thus
obtaining [1]

x[i]=H,[i]uli]+ H, [/Tufi = 1]+ W[7], ®)

where H[i]] is a PxP band matrix, defined by
[H,[i]],,, =Alm+iP,m—p], with upper bandwidth 0 and
lower bandwidth L [12], and H,[i] is a PXP upper triangular
matrix defined by [H,[i]], , = h[lm+iP,m— p+P]. By apply-
ing the matrix R, =[0,,, I, ] to x[i] in (5), the cyclic prefix,
and hence the interblock interference, is eliminated, thus obtain-
ing, by (1), the Nx1 vector [1]

ylil=R,x[i]=H[i]F"a[i]+ v[i], (6)

where H[i]=T.H[i]JR. is the NXN time-domain channel
matrix defined by [H[/]], , =h[lm+iP,(m—p),.y], and
v[i]=R,W[i] . By applying the FFT at the receiver, we obtain
z[i]=Fy[i], which by (6) can be rewritten as

z[i]=Ali]a[i]+n[i], @)
where A[i]=FH[{]JF” isthe NxN frequency-domain channel
matrix, while n[i]=Fv[i]=FR,w[i].

It is easy to verify that if the multipath channel is time in-
variant, i.e., if 4[n,/] does not depend on #, the matrices H[i] in
(6) and A[i] in (7) will not depend on the block index i. In this
case, H[i] will be circulant, and, accordingly, A[i] will be
diagonal [1]. Anyway, in our case the time variation of the chan-
nel cannot be neglected, and hence A[i] is not diagonal. Spe-
cifically, each diagonal of A[i] is associated with a discrete
Doppler frequency, which introduces ICI. Consequently, non-
trivial equalization techniques are required.

3. SIMPLE EQUALIZATION OF TV CHANNELS

In this paper, we assume that the receiver of the user k performs
equalization and detection separately. Indeed, since we are con-
sidering the downlink situation, our main aim is to limit the re-
ceiver complexity, which would be higher in case of joint
equalization and detection. Moreover, by using the separate
approach, the receiver does not require the spreading codes of
the other users. In addition, we assume that A[i] is known to
the receiver. In practice, since (7) is similar to that for OFDM
systems [6]-[10], A[i] could be estimated as in [8][10][11].

Let us assume that the equalizer does not make use of the
data received on the N, virtual subcarriers, which contain little

signal power. In this case, by dropping the block index i for the
sake of simplicity, (7) becomes

z=Aa+n, (®)

where z and n are N, x1 vectors obtained by selecting the
middle part of z[i] and n[i], respectively, and A is the
N, X N, matrix obtained by selecting the central block of A[i].
In order to recover a, several options are possible [7]. In this
paper, we will only consider linear approaches. Indeed, since a
is obtained by multiplexing the symbol of different users,
nonlinear equalizers that exploit the finite-alphabet property of
a are usually complex, and also require the knowledge of the
spreading codes of the other users. Specifically, we focus on
linear MMSE equalization, expressed by

Ayse =AY (AN + 71, ) 2, ©)

MMSE

where the signal-to-noise ratio (SNR) y=07/0” is assumed
known to the receiver. Subsequently, by using orthogonal
spreading codes, we can recover the transmitted symbol s, by a
simple despreading operation, as expressed by
s,=c’a. (10)
Although the MMSE outperforms other linear criteria [7],
the matrix inversion in (9) requires O(N,)) flops [12], which
represent a significant burden when N, is high. However, in
multicarrier systems, as already documented in [6] and [9], TV
multipath channels produce a nearly banded channel matrix A .
This behavior can be intuitively explained as follows. The nth
column of A is obtained by sampling the convolution between
the channel Doppler spectrum and the spectrum of the nth sub-
carrier [9]. Since the subcarrier spectrum decays as 1/@?> and
the Doppler spectrum is bounded by the maximum Doppler fre-
quency f,, the result of this convolution will be practically
limited, with significant values only in a neighborhood of the nth
element. Therefore, the elements of A faraway from the main
diagonal are characterized by an almost-zero magnitude. This
property can be exploited to further reduce complexity by means
of an LDL" factorization [12] of Hermitian band matrices.

3.1. Equalization by Band LDL" Factorization

Let us approximate the channel matrix A with the band matrix
B obtained by selecting the main diagonal, the Q subdiagonals
and Q superdiagonals, of A . Thus B=AoT?, where o de-
notes Hadamard (element-wise) product, and T@ is a matrix
with lower and upper bandwidth Q [12] and all ones within its
band. Accordingly, (9) can be approximated by

A =B/ (BB" +7'L, )'z. (11

Since M=BB" +»7'I,, is a Hermitian band matrix with lower
and upper bandwidth 20, M can be obtained by using low-
complexity decompositions such as the Cholesky or the LDL"
factorizations, which are also characterized by a small sensitivity
to rounding errors [12]. We consider the LDL" factorization
because it does not require square roots. The steps of the equali-
zation algorithm are described in Table I.

The parameter Q can be chosen to trade off performance
for complexity. Obviously, a larger Q implies a smaller ap-
proximation error and hence a performance improvement. On the
other hand, the complexity increases due to the higher band-
width of M. As a rule of thumb, we can adopt

0=[f,/A,]+1 [9].
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TABLE I
EQUALIZATION ALGORITHM

0) Choose (@, and construct the band matrix
B=AoT?;

1) Construct the band matrix M =BB" +7'I,; ;

2) Perform the band LDLY factorization of M, as ex-
pressed by M =LDL"  where D is diagonal, and the
triangular factor L has lower bandwidth 20 ;

3) Solve the system M d =2z by solving firstly the trian-
gular system Lf =z, secondly the diagonal system
Dg =1, and thirdly the triangular system L"d=g ;

4) Calculate a,,,» =B“d .

3.2. Complexity Analysis

We evaluate the computational cost of the proposed algorithm in
terms of complex additions (CA), complex multiplications (CM),
and complex divisions (CD). Since B has lower and upper
bandwidth @, the computation of [BB” ],., in Step 1 requires
20+1—|m—p| CM and 20—-|m—- p| CA. Hence, taking into
account that BB” is Hermitian and neglecting some smaller
terms in the complexity expression, Step 1 requires at most
(20°+30+1)N, CM and (20> +Q+1)N, CA. The band
LDL" factorization algorithm of Step 2, reported in Table II,
requires (20° +3Q)N, CM, (20> +Q)N, CA, and 20N, CD.
This result is obtained by observing that the submatrix
[L];41.41,mo 18 strictly upper triangular. The two band triangu-
lar systems of Step 3 can be solved by band forward and back-
ward substitution [12]. Since each algorithm requires 20N,
CM and CA, Step 3 requires 40N, CM, 40N, CA, and N,
CD. Moreover, each element of a .« =B”d needs 20+1 CM
and 2Q CA. Therefore, the whole algorithm requires approxi-
mately (40> +120+2)N, CM, (40’ +80+1)N, CA, and
(20+1)N, CD, leading to a total of (8Q° +22Q+4)N, com-
plex operations.

We now compare the complexity of the proposed block
MMSE equalizer with the serial MMSE equalizer expressed by

(3], =b) (BB +7'Ly,)"'Z, . (12)

where n is the subcarrier _index, Z,=[z], 5.,.0>
B, =[B], 5...0.n20:n:20 » and b, =[B,]. ,,.,. This equalizer is
similar to the one adopted to initialize the iterative symbol
MMSE estimator [9] in OFDM systems. Note that Equation (12)
is valid only for the active subcarriers with index from
n=20+1 to n=N, —2Q . For the edge subcarriers, two ap-
proaches are possible, depending on the use of the virtual sub-
carriers. For simplicity, let us assume that N, /22>20Q. If we
allow for the use of the virtual subcarriers, then the matrix B,
should be extracted from the banded version of A . Moreover, in
this case the product B,B” in (12) should be replaced by
B,J BY, where J, is a square matrix of size 40+1 obtained
from the identity matrix by setting to zero the diagonal elements
that correspond to the virtual subcarriers. If we do not allow for
the use of the virtual subcarriers, then we can still use (12) if we
assume in this formula that indices smaller than 1 or larger than
N, are rounded to 1 or N, , respectively. In the following, we
assume that serial MMSE equalizers make use of the virtual
subcarriers.

TABLE 1T
BAND LDL" FACTORIZATION

L:INA ; D:MoINA ; v:ONm ;
forj=1:N,

m=max{l,j—20}; M =min{j+20,N,};

fori=m:j-1

vl =[L],,[D],, :

end

vl =M, ; —[L]; ;0[] 5 5 [P =[V]; 5
_ My B[V

JH:M,j T [V] ’
J

(L]

end

By using the LDL" factorization, a careful complexity
analysis shows that the serial MMSE equalizer (12) [9] requires
(20° +30+1)N, CD, (4/3 Q' +100°+26/3 Q+2)N, CM,
and (4/3 Q°+80”+17/3 Q+1)N, CA, leading to a total of
(8/3 Q* +20Q% +52/3 Q+4)N, complex operations. Alterna-
tively, the matrix inversion for index » can be done by reusing
the inverse computed for index n—1, similarly to the recursive
inversion algorithm of [8]. For banded channel matrices, by
neglecting the complexity of the first inversion, the serial MMSE
equalizer (12) [9] requires about (14Q° +15Q+3)N, CM,
(140> +7Q+1)N, CA, and (2Q+1)N, CD, leading to a total
of (28Q% +240Q+5)N, complex operations. Therefore, for the
serial equalizer (12), the recursive inversion approach is cheaper
than LDLY factorization for Q>4 . Hence, with respect to the
proposed block equalizer, the complexity of the serial equalizer
(12) is 1.75 and 2.50 times higher for Q=2 and Q =4, respec-
tively, and asymptotically ( N, ,Q — o) 3.5 times higher.

3.3. Performance Comparison

We compare by simulations the BER performance of some serial
and block equalizers [6]-[10], assuming a banded channel matrix
or not. We consider an MC-CDMA system with N =128,
N,=96, L=8, QPSK modulation, and Walsh-Hadamard
spreading codes. We assume Rayleigh fading channels with an
exponential power delay profile and a Jakes’ Doppler spectrum.

In Fig. 1, we assume K=32, O0=4,and f,/A, =0.15.
Note that this assumption corresponds to a high Doppler sce-
nario. As an example, for a subcarrier spacing A, =20 kHz, the
maximum Doppler frequency is f, =3 kHz, which is obtained
with a mobile speed of V' =324 Km/h and a carrier frequency of
fc =10 GHz. Among the banded approaches, the serial MMSE
equalizer [9] and the proposed block MMSE equalizer have the
best performance. Anyway, the proposed approach allows for a
complexity reduction of 60%. Worse performances are obtained
using the serial zero-forcing (ZF) equalizer [6], the conventional
1-tap MMSE equalizer [3], introduced in [2] for TI channels,
and an approximated block MMSE equalizer with first-order
truncation of the Taylor series of M~ (Eq. 28 of [10]). On the
other hand, the non-banded approaches [7][8] outperform the
banded ones. However, the complexity is quadratic [8] or even
cubic [7] instead of linear in N, .

It is worth noting that the BER of the serial MMSE non-
banded equalizer [8] is lower with respect to the proposed block
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banded equalizer. This fact points out that the modeling error
due to the band matrix approximation A =B is higher than the
error caused by using a serial instead of a block equalizer. How-
ever, in a more realistic scenario, the exact channel matrix A is
not known, and only an estimated version is available. Although
the effect of channel estimation errors is beyond the scope of this
paper, we expect that non-banded equalizers should be more
sensitive to channel estimation errors than banded equalizers.
Indeed, for practical SNR values, the small Doppler components
(i.e., those that fall outside the channel matrix band) are difficult
to be estimated, and hence it could be better to neglect them.

Fig. 2 shows that the BER performance of the proposed
equalizer improves by increasing @, which can be selected de-
pending on the performance-complexity requirements. More-
over, Fig. 3 illustrates that the considerations deduced from
Fig. 1 are valid also when K =64, f,/A =0.1,and 0=2.

4. CONCLUSIONS

We have proposed a block MMSE equalizer for MC-CDMA
systems over TV multipath channels. By making use of a band
LDL" factorization, we have shown that the complexity of the
proposed equalizer is significantly smaller than for other MMSE
approaches, while the performance is still quite good. The sensi-
tivity to different channel estimation techniques could be the
subject of future work.
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