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Abstract—A so-termed chip-interleaved block-spread (CIBS)
code division multiple access (CDMA) system has been introduced
for cellular applications in the presence of frequency selective
multipath channels. In both uplink and downlink operation,
CIBS-CDMA achieves multiuser-interference (MUI) free recep-
tion within each cell. This paper focuses on the cellular downlink
configuration and compares CIBS-CDMA against the conven-
tional direct-sequence (DS) CDMA system, which relies on a chip
equalizer to restore code orthogonality and, subsequently, sup-
presses MUI by despreading. We provide a unifying framework
for both systems and investigate their performance in the presence
of intercell interference and soft-handoff operation. Extensive
comparisons from load, performance, complexity, and flexibility
perspectives illustrate the merits, along with the disadvantages, of
CIBS-CDMA over DS-CDMA, and reveal its potential for future
wireless systems.

Index Terms—Code division multiple access (CDMA), cellular
downlink, frequency-selective channel, multiuser interference
(MUI).

I. INTRODUCTION

RELYING on orthogonal spreading codes, code division
multiple access (CDMA) enables simultaneous transmis-

sions from multiple users over the same time–bandwidth slot.
However, as the chip rate increases in high-rate wireless ap-
plications, the underlying multipath channels become time dis-
persive and introduce frequency selective effects. Although the
frequency-selective multipath channels introduce multipath di-
versity, which can be collected by a RAKE receiver, they also
cause interchip interference (ICI) which destroys code orthogo-
nality at the receiver. The latter gives rise to multiuser interfer-
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ence (MUI) and severely limits the performance of single user
RAKE receivers in a multiuser setting. To suppress MUI, var-
ious linear or nonlinear multiuser detectors have been proposed
[20]. However, these schemes are more suitable for uplink trans-
missions, where the base station (BS) has knowledge of the mul-
tipath channels and spreading codes of all users and is thus able
to demodulate all users’ information either jointly or separately.

In this paper, we focus on downlink CDMA that presents
some distinct challenges and characteristics relative to its uplink
counterpart. First, downlink transmissions come with symbol-
aperiodic spreading, where each user’s information symbols are
spread by a short user-specific code and then scrambled by a
long BS-specific code. Second, the chip sequences of all users
are multiplexed in a synchronous fashion before transmission.
The signals of all users thus experience a single propagation
channel to reach each particular mobile station (MS). Finally,
each MS only needs to demodulate its own data and, generally,
does not know the spreading codes of other users.

Accounting for these unique downlink features, a class of
linear receivers with chip equalization has been developed to
suppress MUI in downlink direct sequence (DS)-CDMA [2],
[3], [6], [7], [9], [10]. These receivers share the simple but el-
egant idea of first linearly equalizing the frequency-selective
channel to restore completely, or partially, the multiuser signal
transmitted from the BS at the chip rate and then correlating the
resulting chip sequence with the spreading code to decode the
information of the desired user. DS-CDMA receivers equipped
with zero forcing (ZF) or minimum mean square error (MMSE)
chip equalizers have been shown to offer significant perfor-
mance gains over the conventional RAKE receiver [2], [3], [7],
[9].

Recently, transceiver designs have been proposed which re-
move MUI deterministically, regardless of the underlying mul-
tipath channels, and are applicable to both uplink and down-
link operations. Those include the orthogonal frequency divi-
sion multiple access (OFDMA) [17], the generalized multicar-
rier (GMC) CDMA [4], [22], the shift-orthogonal CDMA [11],
and the chip-interleaved block-spread (CIBS) CDMA [23]. The
comparisons among MUI-free transceivers favor CIBS-CDMA
[23], which constitutes the focus of this paper.

The CIBS-CDMA transceiver is depicted in [23, Fig. 4].
Compared to the conventional DS-CDMA, the CIBS-CDMA
transmitter block interleaves the chip sequence obtained by
symbol spreading and inserts guard intervals before its trans-
mission. At the receiver, the received samples are deinterleaved
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and correlated with each user’s spreading (or signature) code.
Thanks to the judicious transmitter design, CIBS-CDMA
maintains code orthogonality among different users even after
frequency selective propagation, which enables deterministic
MUI-free reception through low-complexity code-matched
filtering (or correlation). However, only one cell is considered
in [23].

In this paper, we compare downlink CIBS-CDMA against the
downlink DS-CDMA system equipped with chip equalization at
the receiver. We first provide a unifying framework for both sys-
tems and then investigate their performance in the presence of
intercell interference and under soft-handoff operations. Exten-
sive comparisons from load, performance, complexity, and flex-
ibility perspectives suggest the following interesting results.

1) The maximum number of users in DS-CDMA is slightly
higher than that in CIBS-CDMA. This is the price paid
by CIBS-CDMA for MUI-free reception within each cell
due to the redundancy introduced by guard intervals.

2) CIBS-CDMA is more flexible than DS-CDMA when it
comes to equalization. Nonlinear receivers with high per-
formance and moderate complexity can be deployed in
CIBS-CDMA, exploiting the finite alphabet property of
user symbols. Lack of other users’ decoded symbols pre-
vents the use of these nonlinear receivers for downlink
DS-CDMA.

3) With linear MMSE equalizers and without handoff,
CIBS-CDMA has performance comparable to
DS-CDMA with high system load and is infe-
rior to DS-CDMA with low system load. However,
CIBS-CDMA has better performance than DS-CDMA
when handoff operation is accounted for. Nonlinear
equalizers boost the performance of CIBS-CDMA and
yield a clear advantage over DS-CDMA.

4) With linear equalizers, CIBS-CDMA involves
lower equalization and despreading complexity than
DS-CDMA, although the relative complexity for con-
structing the equalizer depends on the chosen system
parameters.

5) In CIBS-CDMA, power control can be used effectively,
since multiple users are decoupled.

The rest of the paper is organized as follows: Section II
presents the system model for both systems. Section III in-
vestigates intercell interference and analyzes performance.
Section IV is devoted to soft handoff, and Section V details
further comparisons between these two downlink systems. Sim-
ulation results are collected in Section VI, while conclusions
are drawn in Section VII.

Notation: Bold upper-case letters denote matrices, and bold
lower-case letters stand for column vectors; , , and
denote transpose, Hermitian transpose, and pseudoinverse, re-
spectively; denotes the Kronecker product, and denotes
the Kronecker delta; stands for ensemble expectation;
denotes the identity matrix, and denotes the

all zero matrix; stands for the st entry of
a vector, and stands for the st element of a
matrix. Throughout this paper, is used to index symbols, for
chips, and for users.

II. SYSTEM MODEL

In this section, we present the downlink transceiver model
for both DS-CDMA and CIBS-CDMA systems. To allow for a
fair comparison, we unify these two systems on a frame level,
where users transmit in a frame-by-frame fashion. Notice that
one frame here corresponds to one time slot in time-division
(TD) CDMA-based UMTS terrestrial radio access (UTRA)
time-division duplex (TDD) mode [5]. During each frame, we
assume that the number of active users is constant, and the
channels remain invariant. Channel estimation is performed
once per frame or once per time slot as detailed in [5]. We
assume that the channel estimates are perfect at the receiver.
The impact of channel variation and imperfect channel estima-
tion on system performance is certainly an important issue, but
beyond the scope of this paper.

A. Unifying Model Per Frame

Each user transmits information symbols per frame that
we collect in the vector , where

. With denoting the chip interval, and
the frame interval, each frame contains chips.
Assuming linear modulation, the information block is first
spread to form an chip block , where de-
notes the spreading matrix of user . The difference be-
tween downlink DS-CDMA and downlink CIBS-CDMA boils
down to different designs of the matrix . For synchronous
transmissions, the BS sums all users’ chip sequences to obtain

(1)

where the weight is introduced to control the th user’s
transmit power. The multiuser chip sequence corre-
sponding to is then passed through the pulse-shaping filter,
modulated to a high carrier frequency, and transmitted.

At the receiver, we allow for multichannel reception which
becomes available, for example, by sampling the received signal
at rate , where denotes the oversampling factor.
Alternatively, multiple receive antennas1 can be deployed at the
mobile to boost system performance, as proposed for downlink
DS-CDMA in [9]. Due to size limitations, the mobile can often
deploy up to receive antennas. Both oversampling
and multiantenna reception create multiple channels. In gen-
eral, multiantenna reception yields independent channels, while
oversampling generally results in dependent channels, which
makes a difference in performance. But for now, we will not
differentiate between these two cases. Supposing each receive
antenna is oversampled by , we consider a system with

effective channels (and thus receivers). This includes
single-antenna reception with no oversampling as a special case
corresponding to .

Denote with the discrete-time
base-band equivalent channel between the transmitter and the

th receiver, where is an upper bound

1Another way could be to deploy polarization diversity [19].
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Fig. 1. Frame structure for DS-CDMA and CIBS-CDMA systems.

on the channel order. This equivalent channel includes the phys-
ical channel as well as transmit and receive filters. Let
be the maximum channel delay spread and the nonzero
support of the filter obtained by linearly convolving the transmit
with the receive filter. Usually, the overall channel order is
overestimated as ; the
usefulness of will be explained in Section III when mul-
tiple cells are considered.

The received sequence at the th output can, thus, be written
as , where is the
additive channel noise that also includes the intercell interfer-
ence from nearby BSs. If the mobile is far away from the edge
of its cell, the intercell interference can be ignored, and
reduces to the ambient additive white Gaussian noise (AWGN).

Collecting received chip samples into the vector
, and because can

be assured by design, we obtain the following block model for
the th output:

(2)

where is defined similar to , is the lower trian-
gular Toeplitz matrix with ,

is the upper triangular Toeplitz matrix with
, and denotes the previous

frame. The term accounts for the interference between
adjacent frames and can be easily avoided by introducing a
guard interval between successive frames, as it is done in both
downlink DS-CDMA and CIBS-CDMA systems. Therefore, (2)
can be simplified to

(3)

Starting from (3), we next describe the transceivers for
DS-CDMA and CIBS-CDMA.

B. Downlink DS-CDMA With Chip Equalization

Conventional DS-CDMA relies on symbol spreading. Each
user is assigned a distinct spreading code , and the
spreading codes are designed to be mutually orthonormal, i.e.,

. All chips of the code have amplitude
. Each symbol is spread by to yield chips

that comprise the vector . The chips corresponding to
information symbols are concatenated to form a frame that

is scrambled by a BS-specific overlay (long scrambling) code
and padded by guard zeros to avoid interframe interfer-
ence. The resulting sequence comprises the transmitted chips

corresponding to the user , as depicted in the upper part of
Fig. 1. The operations that yield from can be captured by
designing in (1) as

with (4)

where describes the guard
inserting operation and is a diagonal matrix
holding on its diagonal the scrambling code with each chip
having unit amplitude. Notice that the scrambling matrix
changes from frame to frame but is identical for all users in
the same cell. Different scrambling codes are deployed in
different cells for cell identification and intercell-interference
suppression purposes. Accounting for the guard, the number of
chips per transmitted frame is: .

Introducing the guard chips in DS-CDMA avoids inter-
frame interference and allows us to cast both DS-CDMA and
CIBS-CDMA under the unifying model (3). We will also find
it convenient to define the chip block
without the guard chips. The corresponding
multiuser chip block is thus

(5)

Notice that mutual orthogonality among users is also ensured
at the frame level since . Hence, for each
user , we obtain simply by despreading (5).
Based on this observation, if one can extract from the
chip block that we denote as , then for the desired user , an
estimate of the symbol vector can be constructed as

(6)
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Fig. 2. Transceiver model of DS-CDMA using chip equalizers.

where only knowledge of the desired user’s code is required.
This kind of DS-CDMA reception requires channel equalization
to recover the transmitted chip sequence and then despreading
the estimated chip sequence to suppress MUI, hence the name
chip equalizer receiver. Notice that symbol-level receivers,
which estimate directly from are also possible
[8], [9], [20]; but, they are highly complex in the downlink
setup, since the mobile lacks knowledge of other users’ codes.
More important, the symbol-level detector should change from
symbol to symbol to account for the random scrambling [9].

Given , we will invoke chip-level equalization to
obtain . Block equalization by inverting the matrix in (3)
is certainly possible [7], but computationally prohibitive, since
the frame size is large, in general. We, here, only consider
the practical approach developed in [3], [6], [9], [10], and [15]
that relies on serial equalizers. A transceiver diagram is depicted
in Fig. 2.

With denoting the th order chip equal-
izer for the th antenna, the receiver estimates the chip
sequence as: , where
stands for convolution and is the equalization delay. It
is convenient to develop a block formulation. Define vec-
tors , ,
and let be a Toeplitz matrix with

. Actually, is the convolu-
tion matrix corresponding to . The estimate for can
then be expressed as: , where

.
Define the Toeplitz matrix

having the st entry

(7)

from which we construct

(8)

Hence, has dimensionality

(9)

Define as the Toeplitz matrix with
. Since each column of is a linear

convolution of with the channel , we can verify that
and , where and are defined

similar to and . Therefore, we arrive at

(10)

Notice that is the st column of , and thus ,
where denotes the unit vector with one in its

st entry. By definition, the ZF chip equalizer must satisfy
. The latter indicates that the right pseudoinverse

exists: , and is just the st
column of . Notice that the existence of requires that
is either square or fat; , which
necessitates multichannel reception for ZF equalizers.

For nonsquare , the ZF equalizer is not unique. The
minimum-norm ZF equalizer offers a unique choice that leads
to the least noise enhancement

subject to (11)

By solving the constrained optimization problem in (11) with
the Lagrangian method, the ZF equalizer is found to be

(12)

where . A detailed derivation for solving the
same constrained optimization problem at the chip level can be
found in [9]; the difference here is just the frame (or block)
formulation.

The MMSE chip equalizer, on the other hand, can be found
by solving the unconstrained optimization problem

(13)

where . Using the matrix inversion lemma
,

we can rewrite (13) as

(14)

which requires inverting a matrix of size , instead
of size , given that is known. As usual, (14) also
reveals that reduces to at high SNR, if both exist.

Equations (12) and (14) provide general ZF and MMSE chip
equalizers based on a frame of chips. These equalizers are
applicable even when the noise has arbitrary color. In Section IV,
we will incorporate the intercell interference and simplify the
equalizers accordingly.

C. Downlink CIBS-CDMA With MUI-Free Receiver

As in DS-CDMA, users in CIBS-CDMA are assigned or-
thonormal signature codes of length and with each chip
having amplitude . Distinct from conventional symbol
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spreading, CIBS-CDMA relies on block spreading. Specifically,
in each frame, the transmitter parses the symbol block into

smaller blocks: . Each sub-
block has length , and it is block spread by
a tall matrix to obtain a chip vector . The block
spreading matrix is designed as (see also [23] for further
details when the scrambling code is absent)

with (15)

where describes again a guard-inserting2

operation, and is a diagonal matrix holding
on its diagonal the scrambling code with each chip having unit
amplitude. Notice that here the scrambling code is applied in a
subblock by subblock fashion, rather than a symbol by symbol
fashion, as in DS-CDMA. The block spreading enabled by
can be easily implemented by conventional symbol spreading
of symbols with , followed by a redundant chip in-
terleaver as detailed in [23, Fig. 4]. From (15), the chip block

has length . As depicted in the lower
part of Fig. 1, the chip vectors are concate-
nated to form the chip vector and, subsequently, the mul-
tiuser chip sequence in (1). For each frame containing

chips, we thus have

(16)

At the receiver, we chop the received vector into
pieces: . The th transmitted
chip vector has the last entries
equal to zero by design [cf. (15)], which guards against interfer-
ence from adjacent subblocks. Thus, contains contribu-
tions only from the th information subblocks . Based
on this fact, we next focus on subblock by subblock processing.
We can view as a short frame of length ,
with carefully designed guard intervals. This allows us to obtain
[cf. (3)]

(17)

where is defined similar to with
but with size .

Using (15), we obtain from [23] that lies in the column
space of after propagation through a frequency-selective
channel: , where is a
Toeplitz matrix having st entry

(18)

2For mathematical convenience, we focus, in this paper, on guard intervals
formed by zeros. Alternatively, the guard interval can be filled with nonzero
known symbols, as proposed in [23] and [14]. At the receiver, the contributions
from known symbols are first subtracted from the received samples, and then
the proposed CIBS-CDMA receiver is applied on the resulting chip sequence.
The inserted known symbols can be judiciously designed to assist the receiver
at the demodulation stage, as studied in [14]. Instead of zero padding, cyclic
prefix extension is also possible for the CIBS-CDMA transceiver which further
reduces the transceiver complexity since the MMSE block equalization reduces
to a frequency domain equalization [23].

Hence, we can rewrite (17) as

(19)

Exploiting the fact that maintains mutual orthogonality
among users, [23], the desired user
despreads each block using to obtain an MUI-free
output from the th channel

(20)

where . Let us collect into
a single vector and define

(21)

which has dimensionality

(22)

Defining similar to , we thus have

(23)

We see that after despreading by , the multiuser
interference from the same cell is removed deterministically,
without knowing the channels. Single-user channel equal-
ization can now be performed on (23). Notice that different
from DS-CDMA, multiuser separation in CIBS-CDMA is per-
formed before channel equalization. The small size of symbol
blocks makes block equalization possible. The CIBS-CDMA
receiver relies on a block equalizer , with dimensionality

, to estimate the th symbol subblock as

(24)

The transceiver diagram is depicted in Fig. 3.
Assuming that is white with variance , we have

. Defining ,
linear ZF and MMSE block symbol equalizers can be ex-
pressed, respectively, as [8], [23]

(25)

(26)

Note that the ZF equalizer exists even when , since
the channel matrix by construction has full
column rank , regardless of the channel .

The equalization choices for (23) are quite flexible. We have
only listed linear ZF and MMSE equalizers in (25) and (26).
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Fig. 3. Transceiver model of CIBS-CDMA.

Nonlinear equalizers, e.g., the block decision feedback equal-
izer (DFE) of [8] and [18], and the probabilistic data association
(PDA) method of [12], are also applicable. In addition, serial
equalizers can be also employed. Specifically, since is the
linear convolution of with , treating as the chip se-
quence in DS-CDMA, and treating the MUI-free output
as the received sequence , the serial linear equalizers can be
derived for CIBS-CDMA, following the same steps we took to
reach (12) and (14) in Section II-B for DS-CDMA. The differ-
ence is that the serial equalizers herein operate on the symbol
level, rather than the chip level. We skip the derivations of serial
equalizers for brevity.

III. INTERCELL INTERFERENCE SUPPRESSION AND

PERFORMANCE ANALYSIS

In this section, we analyze the intercell-interference effect
that arises from nearby BSs. We assume that all BSs are syn-
chronized, which is usually the case in a cellular configuration
[5]. We further assume that the BS is located at the center of each
cell. When the mobile is located at the edge of its cell, there are
only a few BSs that cause significant interference. In this sec-
tion, we explicitly consider one interfering BS, as in [2] and [9],
but generalizations to more interfering BSs are straightforward.

Let us denote the host BS as A, and the interfering BS as B.
We use and (or and when more convenient) to
denote the variables associated with BSs A and B, respectively.
In the presence of intercell interference, we rewrite (3) as

(27)

where denotes AWGN with variance . The
system model in (27) requires block synchronism for
the received signals from both stations. For this pur-
pose, the channel order is usually overestimated as

, which allows the
signals from the interfering BS to be seconds off
the signals from the desired station; i.e., the asynchronism
among BSs is included as zero taps in the discrete-time equiv-
alent channels. Notice that unlike in CIBS-CDMA,
is not necessary for DS-CDMA. This further suggests that
CIBS-CDMA is more suitable for small cells, e.g., micro and
pico cells, a typical application scenario for the TD-CDMA
based UTRA TDD mode [5]. The paths from the interfering
BS with delays larger than will be treated as
additive noise. Those paths usually have negligible power, as

is the case when the mobile user is located close to the center
of its cell.

Expressing the error term in (27) explicitly as a structured
interference plus AWGN, we will be able to simplify the equal-
izers in Section II.

A. Downlink DS-CDMA

With , and defined similar to , we
rewrite (10) as

(28)

Supposing that the information sequences and
are white with variance , the chip sequences and

will also be (approximately) white with variance

, and ,
respectively. The whiteness assumption of chip sequences holds
because the scrambling-code chips are assumed independent
and identically distributed. Notice that the number of active
users and , as well as the power control factors for all
users, affect the variances and . We assume perfect
knowledge of the channels and the variances

. The performance based on perfect knowledge of
these parameters serves as the achievable bound for practical
receivers based on estimated channels and variances.

Since , , and are white sequences, it
can be easily shown that

(29)

where in deriving (29) we ignored the asymptotically vanishing
edge effects.

Plugging (29) into (12) and (14), we obtain the chip equalizers
that explicitly suppress the interference from one interfering BS

(30)

(31)
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Using the matrix inversion lemma, the inverse of can be
calculated as

(32)

which involves a matrix inversion of size instead
of . When the mobile is near the center of its cell,
and thus the intercell interference can be ignored, takes the
simple form: .

Based on a symbol-by-symbol formulation, ZF and MMSE
chip equalizers were presented in [9]. We here provide alter-
native equalizer forms and derivations for our block formula-
tion. By modifying the interference-plus-noise correlation ma-
trix , our forms can incorporate easily multiple interfering
BSs.

We next analyze the performance of the MMSE chip equal-
izer in (31). For brevity, we denote as in
the ensuing derivation. After MMSE equalization, one can
well approximate the residual interference-plus-noise effect as
Gaussian noise [16], [21], [9]. Therefore, we can write

(33)

where denotes the equivalent Gaussian noise, and since
, the scalar is

(34)

The noise is colored, in general. But the entries of have
identical variances, since the serial equalizer yields the same
performance for each estimated chip. We are interested in this
variance . To cal-
culate it, we start with

(35)

Using (33), (13), and (29), we obtain
, and

thus the noise variance is

(36)

This expression will be useful in obtaining the signal to inter-
ference-plus-noise ratio (SINR) per user. Toward this objective,
we plug (33) into (6) to obtain

(37)

The noise has variance , since descrambling
randomizes the noise sequence , while despreading by the
unit-norm user code does not decrease the noise level. The
SINR for each information symbol is, thus

(38)

Notice that since in (34) is channel dependent, so is the
. Based on (38), the bit-error rate (BER) or the symbol

error rate (SER) can be easily calculated. For example, with
BPSK signaling, the average BER is

(39)

where denotes the function, and the averaging is taken
over all channel realizations. The averaging can be carried out
by Monte Carlo simulations. Thus, the performance can be pre-
dicted theoretically by (39). The validity of (39) will be con-
firmed in Section V. We also verified numerically that this per-
formance result coincides with that in [9]. This is not surprising
since both we and [9] start from the same assumption that the
residual interference-plus-noise term can be well approximated
by Gaussian noise. However, our result is neat in its simplicity.

B. Downlink CIBS-CDMA

We now analyze the structure of intercell interference
in downlink CIBS-CDMA. In this subsection, we drop the
subblock index from (17) for notational convenience. Starting
from (27), we first rewrite (17) as

(40)

At the receiver of user , despreading by suppresses the
intracell interference. The residual intercell interference plus
noise in (20) becomes

(41)

With denoting the code correlation
coefficient, we can verify that

(42)

Thus, we can further simplify in (41) as

(43)

where denotes the intercell interfer-

ence after despreading. Since and are equivalent to
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random codes having chips with amplitude , the cor-
relation coefficient is a zero-mean random variable with
variance . Therefore, we have

(44)

Collecting , we obtain

(45)

Applying the matrix inversion lemma, the inverse of can be
found as

(46)

which involves a matrix inversion of size instead of
. The MMSE equalizer in (26) can then be reexpressed as

(47)

that copes with one interfering BS explicitly. The ZF equalizer
in (25) can be similarly found. When the intercell interference
is negligible, the equalizers can be further simplified by using

.
We now proceed to analyze the performance of the MMSE

equalizer. Again, we replace by , for notational
brevity. The estimate for is obtained as

(48)

The residual interference plus noise can be well approximated as
additive Gaussian noise for MMSE equalizers [16], [21]. With
symbol-by-symbol detection on , (48) is equivalent to

(49)

where is the th entry of ; the coefficient can be ex-
pressed as ; and denotes the residual
interference-plus-noise with variance [21]. The
derivation can be also carried out following the steps in Sec-
tion III-A. Therefore, the SINR for the th symbol is

(50)

The average BER of the th user, with BPSK signaling, is

(51)

where the expectation is taken over random channel realizations.
Similar to the serial equalizers in DS-CDMA, serial equal-

izers for CIBS-CDMA can be also developed to explicitly sup-
press interference from one BS.

IV. SOFT HANDOFF

Soft handoff is a unique feature of CDMA systems in
cellular downlink communications. Soft handoff eliminates
the ping–pong effect when the mobile user is on the edge of
two cells and has to switch between two BSs frequently. In the
soft-handoff mode, the same information block for the desired
user is transmitted simultaneously from all candidate BSs.
Usually, only two BSs are involved. Let us again denote these
two BSs as A and B.

A. Downlink DS-CDMA

In the soft-handoff mode, both and contain useful in-
formation for user . The natural approach is to demodulate the
signals from these two BSs separately and then combine them
optimally. This is possible using the corresponding chip equal-
izers that form estimates and . When estimating , the
chip equalizer treats as intercell interference, according to
the design we detailed in Section III-A. Similarly, when esti-
mating , the chip equalizer treats as intercell interference.
Two separate symbol estimates become available

(52)

Notice that, in general, , depending on the power con-
trolled by each BS. For each symbol , we obtain from the
equivalent model (37) that

(53)

The noise variables and are approximately uncor-
related, since the scrambling codes of the two BSs are random
and uncorrelated. The final symbol estimate is obtained as

(54)

where the optimal weights and are determined through
minimizing the MSE . By applying the
block MMSE formula (26) in the system of (53), we obtain the
optimal weights as

(55)
The postcombining SINR can be easily verified to be

(56)

Equation (56) reveals the benefit of soft handoff. The postcom-
bining SINR is enhanced by summing the individual SINRs cor-
responding to two separate BSs. Since and are inde-
pendent, the diversity available through these two BSs is thus
collected. In contrast, a mobile in a hard-handoff mode only
switches to the BS with better reception quality and, thus

(57)
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When two BSs have approximately identical reception quality,
, soft handoff offers 3-dB SINR gain over

hard handoff. More importantly, soft handoff prevents the mo-
bile from frequent switching between two BSs in such situa-
tions.

B. Downlink CIBS-CDMA

For downlink CIBS-CDMA, one can pursue the approach we

detailed for DS-CDMA. That is, we first obtain and ,
separately. The final symbol estimate is formed by optimally
combining the estimated symbols from two BSs.

Instead of the aforementioned two-step approach, however, it
is possible to perform a one-step detection in the CIBS-CDMA
receiver. Specifically, for BS B, we have

(58)

where , defined similar to , stands for the intercell interfer-
ence from BS A. Collecting the outputs from subchannels,
we form and . Next, we concatenate and to con-
struct one single block and perform block equalization once.
Specifically, suppose that we have two receivers , and
we stack from different channels to obtain

(59)

If the noise vectors are independent and white Gaussian,
the processed additive noise is still white Gaussian, provided
that the scrambling codes from different cells are uncorrelated

(60)

In this case, we rewrite (59) as

(61)

Based on the similarity of (61) with (23), we can now apply the
block MMSE equalizers provided in (25) and (26). The corre-
lation between and is on the order of , thus
negligible. The correlation matrix accounting for the interfer-
ence-plus-noise now becomes

(62)

where and correspond to the correlation matrices in the
two-step approach. Thus, the inverse of can be performed in
a block diagonal fashion, , with
each block matrix inversion expressed as in (46). Thus, only ma-
trix inversion of size is involved, and no complexity increase
occurs relative to the aforementioned two-step approach.

The joint one-step approach outperforms the suboptimum
two-step approach. Notice that in the one-step approach, (61)
is an overdetermined system with (which equals

when ) equations and only unknowns
in the absence of noise. In contrast, for the two-step approach,
individual block equalization is based on equations
containing unknowns. Notice that the one-step approach is
not possible for DS-CDMA, since the two chip sequences
and are different even though they include the same symbol
information for the soft-handoff user.

We dealt with joint combining based on block equalizers. We
remark that joint combining using serial equalizers is also pos-
sible and operates equivalently on subchannels as in (61).
Soft handoff, thus, doubles the number of equivalent subchan-
nels in CIBS-CDMA, by exploiting the BS-induced diversity.

V. FURTHER COMPARISONS

In this section, we compare downlink CIBS-CDMA against
DS-CDMA with chip equalization, from additional perspec-
tives.

A. Maximum Intracell User Load

For each frame of fixed length , we have
; hence

(63)

The maximum achievable intracell user load is given by the
spreading-code length. The fact that indicates that
DS-CDMA can afford a higher maximum intracell user load
than CIBS-CDMA. This is the price paid by CIBS-CDMA for
MUI-free reception within each cell due to the redundancy in-
troduced by guard intervals. When is small or moderate, one
can choose so that . In this case, both sys-
tems can afford approximately the same maximum intracell user
load.

It is important to underscore that the performance of
CIBS-CDMA does not depend on the intracell user load ,
which can change arbitrarily between 1 and . On the other
hand, the performance of each user in DS-CDMA degrades
as the number of active users increases, since the MMSE
chip equalizer can not suppress MUI perfectly, as we will
demonstrate later in Section VI.

B. Receiver Complexity and Flexibility

The receiver involves three kinds of operations: equalizer de-
sign, channel equalization, and despreading. We first list the
complexities for both systems using one multiply–add opera-
tion as unit:

DS-CDMA chip equalizer (complexity per symbol);
construction ;
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TABLE I
COMPLEXITIES OF BOTH EQUALIZERS PER INFORMATION SYMBOL

Fig. 4. Effect of chip equalizer length in DS-CDMA.

equalization ;
despreading

CIBS-CDMA can employ both block as well as serial equal-
ization. The complexities of both equalizers per information
symbol are shown in Table I. Notice that the complexities of the
equalizer designs were computed based on direct matrix inver-
sion in (31) for DS-CDMA and in (47) for CIBS-CDMA. We
underscore that low-complexity implementations are available
in, e.g., [13] for DS-CDMA and [23] for CIBS-CDMA, both
exploiting the Toeplitz structure of the convolutional channel
matrix. For simplicity, we will not consider those alternatives in
this paper.

We next compare the complexity of equalizer design for
both systems, where for CIBS-CDMA we focus on block
equalizers. The complexity is a cubic function of
for DS-CDMA, and of for CIBS-CDMA. The relative
complexity thus depends on the relative value of
compared with . Suppose now we adopt the chip equalizer
with (cf. Fig. 4). If we set ,
both systems will have identical complexities in constructing
the equalizer. In such a case, we have

(64)

Therefore, CIBS-CDMA could afford lower complexity than
DS-CDMA if the maximum load ; it could
have higher complexity if . Certainly, these
complexities decrease quickly as the channel length decreases.

Let us now turn our attention to the complexity of equaliza-
tion plus despreading. For DS-CDMA, the complexity is

(65)

while for CIBS-CDMA, the complexity is

(66)

Since in practical setups, DS-CDMA re-
quires higher complexity for equalization plus despreading than
CIBS-CDMA. The main reason is that DS-CDMA needs to re-
store the entire chip sequence, which is times longer than the
symbol sequence for the desired user. If serial equalizers with
identical design complexities are deployed in both systems, it is
clear that the receiver complexity in CIBS-CDMA is less than
that in DS-CDMA.

On top of linear block and serial equalizers, CIBS-CDMA
has additional equalization options. We point out two important
nonlinear receivers that improve performance considerably by
capitalizing on the finite-alphabet property of source symbols.
One is the block DFE equalizer of [8], [18], and the other is the
probabilistic data association (PDA) method in [12]. Remark-
ably, the PDA detector achieves a performance close to that of
an optimal maximum likelihood (ML) detector. Both DFE and
PDA receivers entail only cubic complexity per symbol
block and are, thus, suitable for CIBS-CDMA with moderate
block size . On the contrary, for DS-CDMA receivers with
chip equalization, only linear equalizers are feasible. Due to the
lack of decoded symbols from other users, DFE and PDA re-
ceivers are not applicable in the DS-CDMA downlink.

C. Downlink Power Control

Mobile users are often uniformly distributed within each cell.
Depending on their distances from the BS, faraway users expe-
rience far more power attenuation than nearby users. To balance
the performance and lower the total transmission power, the BS
may increase the transmission power toward faraway users and
decrease transmission power toward nearby users. Power con-
trol is proven useful in cellular applications and is standardized
in, e.g., IS-95. We here check the power control possibility for
downlink CIBS-CDMA and DS-CDMA systems.

Since the intracell users are completely decoupled in CIBS-
CDMA, increasing the transmit power of a certain user will not
affect the performance of other users. Therefore, power control
can be used very effectively in CIBS-CDMA. Optimal power al-
location is simply done on a per user basis. However, the users in
DS-CDMA are not completely decoupled, if MMSE chip equal-
ization is used (MMSE equalizers outperform ZF counterparts
[9]). Hence, the nearby users might experience overwhelming
interference due to the power increase for faraway users. Op-
timal power allocation is thus complicated for DS-CDMA and
needs to consider all users simultaneously.

VI. SIMULATED PERFORMANCE

We consider transmissions at a chip rate of
MHz, as specified in 3G systems [5]. We deploy the
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typical urban (TUx) channel model in [1], which consists
of 20 discrete delays over s. The power of
each path is decreasing as the delay increases. The last ten
paths only occupy 8.8% of the total power for 20 paths. The
delays and powers of the first ten taps can be also found in
[13, Table II]. For the transmit and receive filters, we consider
a root raised cosine filter with rolloff factor [5].
The linear convolution of transmit and receive filters yields a
raised cosine filter, which is truncated to have nonzero support
of . We set s. If intercell
interference is strong enough to be considered, the signals from
the interfering BS arrive with an arbitrary delay drawn from

, relative to that from the desired BS. This
allows the interfering signals from different BSs to differ up to
0.84km when reaching the desired mobile. Correspondingly,
we have .

We set the frame interval ms, corre-
sponding to one time slot in the UTRA TDD mode [5] so that
each frame contains chips. For convenience, we
set the last six chips per frame to be zero and take .
For DS-CDMA, we set the spreading gain , and a
guard interval of length per frame. In each frame,

symbols are transmitted per user so that
. Correspondingly, for CIBS-CDMA, we set

, , . Length 16 and
length 12 Walsh Hadamard codes are deployed as user codes in
DS-CDMA and CIBS-CDMA, respectively; Walsh Hadamard
codes with length exist only when is an integer. Com-
plex QPSK sequences with unit amplitude are used as scram-
bling codes for both systems. Each user in both DS-CDMA and
CIBS-CDMA systems achieves a data rate of 234 ks/s, since
156 symbols are transmitted per 2/3 ms. However, due to the ef-
ficiency loss incurred by the guard interval, the maximum pos-
sible number of users in CIBS-CDMA is 12, which is 4 less
than that of DS-CDMA; this is the price paid by CIBS-CDMA
for MUI-free reception.

We plot our simulation results using two different formats.
The first format fixes the number of users and evaluates perfor-
mance by varying the noise power. For DS-CDMA, two typical
user numbers are chosen: for a medium system load
and for a high system load. While in CIBS-CDMA,
each user’s performance is not affected by the system load, and
thus can take an arbitrary value in . The second
format fixes the noise power and compares these two systems
by changing the number of users. In all simulations, we adopt
BPSK signaling and define the signal to noise ratio as

. Except for the power control scenario of test case 5, we
fix , . Simulation results are averaged
over 1000 channels.

Test Case 1 (Equalizer Choices): We first consider a single
cell system and investigate the performance of different equal-
izers. We consider a serial MMSE chip equalizer with order
for DS-CDMA and fix the delay to ; the
performance of the MMSE chip equalizer is insensitive to the
choice of [9]. The performance of DS-CDMA depends on the
equalizer order, as demonstrated in Fig. 4 with .
Since is sufficient, we will adopt this choice in our fol-
lowing plots for DS-CDMA. Fig. 4 also verifies that brute-force

Fig. 5. Equalizer options in CIBS-CDMA.

Fig. 6. BER versus SNR, 1–12 users in CIBS-CDMA, six users in DS-CDMA.

simulation results agree with the theoretical results of (38) and
(39) for DS-CDMA with MMSE chip equalizers.

For CIBS-CDMA, we consider MMSE, DFE, and PDA
receivers. Fig. 5 first verifies (49) and (51) for CIBS-CDMA
with block MMSE equalizers. More important, it demonstrates
that nonlinear PDA and DFE receivers outperform the linear
MMSE equalizer considerably. Keeping this fact in mind,
we next compare the performance of CIBS-CDMA against
DS-CDMA, mainly using linear MMSE equalizers.

Test Case 2 (Without Intercell Interference): We assume that
the desired user is located close to its BS, and the intercell inter-
ference is negligible. Figs. 6 and 7 compare the performance of
CIBS-CDMA against DS-CDMA under different system loads.
With linear receivers, DS-CDMA outperforms CIBS-CDMA
with medium load, and both systems have comparable perfor-
mance with high load. Oversampling yields
correlated channels, and the performance is noticeably worse
than that with two receive antennas .
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Fig. 7. BER versus SNR, 1–12 users in CIBS-CDMA, 12 users in DS-CDMA.

Fig. 8. BER versus the number of users (no intercell interference).

Fig. 8 plots the BER performance with varying number of
users at dB, and dB. At all system loads,
DS-CDMA outperforms CIBS-CDMA with linear receivers,
yet is inferior to CIBS-CDMA with nonlinear PDA receivers.
Thanks to the cubic complexity , the PDA receiver turns
out to be an attractive choice for CIBS-CDMA.

Test Case 3 (With Intercell Interference): The desired user is
now located on the edge of its cell. We assume that the chan-
nels corresponding to the interfering BS have the same average
power as those of the desired BS. We deploy linear MMSE re-
ceivers with two receive antennas and assume that the inter-
fering cell has 12 active users. Fig. 9 reveals similar results as
in Figs. 6 and 7.

Test Case 4 (Soft Handoff): We assume that the desired user
is located on the edge of two cells, and soft handoff is invoked.
Since the number of active users in one cell determines the in-
terference power to the other cell, the performance of both sys-
tems under soft handoff depends on the number of active users

Fig. 9. With intercell interference, 12 intercell users.

Fig. 10. Soft handoff, one antenna with oversampling.

in both cells. We set and compare the performance of
CIBS-CDMA and DS-CDMA in Figs. 10 and 11, with one and
two receive antennas, respectively. Even with linear receivers,
we infer from Fig. 10 that CIBS-CDMA has a clear advan-
tage over DS-CDMA in soft handoff with one receive antenna,
thanks to the one-step approach in (59). This advantage de-
creases when two receive antennas and oversampling
are used, as shown in Fig. 11.

Fig. 12 plots the BER performance with varying number of
users in the soft handoff mode at dB. When the system
load increases, CIBS-CDMA outperforms DS-CDMA.

Test Case 5 (Downlink Power Control): We now test down-
link power control and omit intercell interference for brevity.
We divide users into three groups, each having ,
respectively. Hence, strong users have 6 dB of more power than
normal users, and normal users have 6 dB more power over
weak users (here, “strong,” “normal,” and “weak” refer to the
relative transmitted powers among users). With one antenna and
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Fig. 11. Soft handoff, two antennas with oversampling.

Fig. 12. Soft handoff, BER versus the number of users.

oversampling , Figs. 13 and 14 show the per-
formance with six and 12 users, respectively. Notice that each
user’s performance in CIBS-CDMA is independent of other
users; thus, an exact 6-dB performance difference appears ac-
cording to the 6-dB transmit-power differences among users. On
the other hand, the performance gap for different users is more
pronounced than the transmit-power differences in DS-CDMA.
We clearly see that weak users suffer from the boosted power of
strong users.

VII. CONCLUSION

In this paper, we compared the recently proposed
CIBS-CDMA against the conventional DS-CDMA in a
wireless cellular downlink configuration. We provided a
unifying model for both systems and investigated their perfor-
mance in the presence of intercell interference and soft handoff.
Extensive comparisons from load, performance, complexity,

Fig. 13. Power control, one antenna, with oversampling, six users.

Fig. 14. Power control, one antenna, with oversampling, 12 users.

and flexibility perspectives illustrate the merits, along with the
disadvantages, of CIBS-CDMA over DS-CDMA and, thus,
reveal its potential for future wireless systems.

We have assumed time-invariant channels per data frame and
perfect channel knowledge at the receiver. Practical issues in-
cluding synchronization, channel estimation, and the impact of
channel variation on performance are items in our future re-
search agenda on CIBS-CDMA.
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