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Optimal Near-End Speech Intelligibility Improvement
Incorporating Additive Noise and Late Reverberation

Under an Approximation of the Short-Time SII
Richard C. Hendriks, João B. Crespo, Jesper Jensen, and Cees H. Taal

Abstract—The presence of environmental additive noise in the
vicinity of the user typically degrades the speech intelligibility of
speech processing applications. This intelligibility loss can be com-
pensated by properly preprocessing the speech signal prior to play-
out, often referred to as near-end speech enhancement. Although
the majority of such algorithms focus primarily on the presence
of additive noise, reverberation can also severely degrade intelligi-
bility. In this paper we investigate how late reverberation and ad-
ditive noise can be jointly taken into account in the near-end speech
enhancement process. For this effort we use a recently presented
approximation of the speech intelligibility index under a power
constraint, which we optimize for speech degraded by both addi-
tive noise and late reverberation. The algorithm results in time–fre-
quency dependent amplification factors that depend on both the
additive noise power spectral density as well as the late reverber-
ation energy. These amplification factors redistribute speech en-
ergy across frequency and perform a dynamic range compression.
Experimental results using both instrumental intelligibility mea-
sures as well as intelligibility listening tests show that the proposed
approach improves speech intelligibility over state-of-the-art ref-
erence methods when speech signals are degraded simultaneously
by additive noise and reverberation. Speech intelligibility improve-
ments in the order of 20% are observed.
Index Terms—Additive noise, approximated speech intelligi-

bility index (SII), late reverberation, speech intelligibility.

I. INTRODUCTION

S PEECH communication systems are ubiquitous these days.
Consider for example applications like mobile telephony,

hearing aids and public address systems. These applications re-
quire that speech is well understood. However, due to pres-
ence of noise and reverberation, speech intelligibility can get
degraded.
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Fig. 1. Visualization of the application scenario.

In speech communication systems two different envi-
ronments can be defined, often referred to as the near-end
environment (the environment of the receiver) and the far-end
environment (the environment of the sender). See Fig. 1 for
a visualization. These two different environments give rise
to two different reasons for intelligibility reduction for the
near-end listener. At first, there is degradation due to noise
sources that are present in the environment of the far-end talker.
These sources get mixed with the target speech, and, when
transmitted, lead to intelligibility reduction for the listener at
the near-end. By applying single-microphone noise reduction
(e.g., [1], [2]) or multi-microphone noise reduction (e.g., [3][4,
Chs.43 - 53]) to the noisy signal recorded at the far-end, the ef-
fects of acoustical noise sources in this scenario can be reduced.
Although single-microphone algorithms improve quality [5],
they rarely lead to an intelligibility increase [6], [7], [8] (see [6],
[9] for a few modest exceptions). Multi-microphone algorithms
on the other hand are an effective means to improve both the
quality as well as the intelligibility in this scenario [7].
Secondly, intelligibility for the near-end listener can also de-

grade when noise sources are present in the environment, while
listening to the far-end talker. For example, when a train passes
by at a station while announcements are made via a public ad-
dress system. These noise sources in the environment of the
near-end listener can not be reduced using a post-processor as
usually done in the former scenario. A solution to this problem
is to process the speech that is transmitted from the far-end to
the near-end, such that speech intelligibility is maintained when
the signal is exposed to environmental noise before reaching
the observer at the near-end. We will refer to this scenario as
near-end listening intelligibility improvement.
After some early initiatives on this problem in the previous

century, (for example [10], [11]) it is only recently that this
problem experienced a revival, see e.g. [12], [13], [14], [15],
[16], [17], [18], [19], [20], [21], and the numerous contributions
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to the Hurricane challenge [22] for more examples. Many con-
tributions are based on the empirical considerations that high
frequencies and consonants are important for intelligibility, e.g.,
[10], [11], [23], [12]. Although the empirical based approaches
clearly improve the speech intelligibility, they often lack the
use of a measure for speech intelligibility and cannot claim any
optimality.
More recently, interest increased to improve the near-end

speech intelligibility by optimizing more formal models of
speech intelligibility. The methods in [18], [20], [21] optimize
the glimpse proportion metric [24], which measures the pro-
portion of spectro-temporal regions whose local signal-to-noise
ratio (SNR) exceeds a pre-determined threshold. The ap-
proaches in [14], [15], [19] try to optimize the speech intelli-
gibility index (SII) [25], and in [17], [48] it was proposed to
optimally redistribute speech energy over frequency and time
using a perceptual distortion measure based on a spectro-tem-
poral auditory model presented in [26].
The aforementioned contributions all consider the situation

where speech only gets degraded by additive noise. However,
in many application scenarios, in particular the ones where
speech is presented via loudspeakers, speech typically also gets
degraded due to reverberation. It is important to emphasize
here that despite the fact that reverberation can degrade the
speech intelligibility, certain aspects of reverberation can also
improve the speech intelligibility [27]. Typically, a distinction
is made into the early reflections (up to say, 50 ms) and the late
reflections. The presence of the early reflections can increase
the effective SNR as observed by the listener and thus, can
increase the intelligibility. This is in particular the case in
conditions where the power of the direct sound is reduced. In
the current paper, we focus on the presence of late reverbera-
tion, as, opposed to early reflections, this degrades the speech
intelligibility.
Although there are some contributions where late reverbera-

tion is taken into account (e.g., [28], [29]), the case with both ad-
ditive noise and late reverberation has only rarely been treated
in the context of near-end speech enhancement. In [30] an al-
gorithm for speech reinforcement under noisy and reverberant
conditions was presented by optimizing a slightly modified ver-
sion of the perceptual distortion measure presented in [26]. The
algorithm in [30] was derived under an energy constraint per
frequency band across a segment of time-frames. The instru-
mental measure that was optimized in [30] minimizes the de-
tectability of noise and late reverberation under early speech
and led to a local optimal solution. In [31], the near-end in-
telligibility problem was considered in a multi-zone scenario,
where a general optimization framework for intelligibility im-
provement in multiple zones was proposed. The signal model
used in [31] allows to include effects of noise, reverberation as
well as crosstalk between different zones.
In the current paper, we consider the single-zone scenario in-

stead of the multi-zone scenario from [31] and optimize an in-
strumental measure predicting intelligibility instead of the per-
ceptual distortion measure from [26] that was optimized in [30].
We investigate in this paper how effects of both reverberation
and additive noise can jointly be taken into account. We make
use of the approximation of the SII model presented in [19],
which we refer to as the approximated SII (ASII). The SII model

can very well predict the effects of additive stationary noise on
intelligibility by comparing the average speech energy within
one critical band with the average noise energy within the same
critical band. The ASII [19] was presented to make constrained
optimization of the SII model mathematical tractable, having
been used in [19] to find the ASII optimal amplification per
critical band under an energy constraint. The energy constraint
can be used to satisfy loudspeaker power constraints or to over-
come hearing discomfort due to loud sounds. The SII (and there-
fore also the ASII) was originally defined for stationary noise
sources. As we also consider late reverberation, which is a non-
stationary distortion by nature, we use the short-time variant of
ASII, i.e., . The is thus an approximation of
the original short-time variant of SII presented in [32], which
is often referred to as extended SII (ESII). The ESII was pro-
posed as an improvement on the SII, and can take the effect
of non-stationary noise sources on intelligibility better into ac-
count. With this paper, we extend the results presented in [19]
by taking also reverberation into account. As SII is not specifi-
cally developed for modeling the fine structure of reverberation,
we only consider the average late reverberation energy, i.e., the
diffuse component of the reverberation in a critical band, which
can then be modeled as an additional noise component.

II. NOTATION, MODELING ASSUMPTIONS
AND PROBLEM FORMULATION

Let be a discrete-time speech signal with sampling index
. Let the processed version of be denoted by , where

the processing is intended to increase its intelligibility when
played in a noisy and reverberant environment. Let denote a
time-invariant room impulse response. The reverberant speech
is then given by , where is the convolu-
tion operator. We assume that can be split into a part con-
taining the early reverberation and the late reverberation of the
processed speech, that are, and , respectively. Further,
let be additive noise, uncorrelated with and . The
observed noisy processed speech is then given by

(1)

Processing for intelligibility increase will be done per
critical band and per time frame, similarly as in [19]. Let

denote the impulse response of the th critical band filter,
with and the total number of critical band
filters. The discrete Fourier transform (DFT) coefficient of

for frequency bin is given by . Let denote
a window function with support . The DFT coefficient of a
windowed speech frame at the loudspeaker for frequency-bin
and a time frame starting at sampling-index is in turn

denoted by . The speech energy within one critical
band and time frame starting at sampling-index is then
defined as . Similarly we
define the energy of the noise and late reverberation within
one critical band as
and , respectively. The
processed speech energy within one critical band is given by

, with the (real and positive) amplifi-
cation per time frame and critical band. Our interest is to find
the amplification factors per time frame and critical
band, which satisfy constrained optimality conditions with
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respect to intelligibility, given in terms of the processed speech
, as will be seen in Section IV.

The SII models the speech intelligibility as a function of the
long-term SNR per critical band. This is defined in [25] as,

(2)

where and were originally defined as long term av-
erages of the speech and noise power spectrum, respectively.
Assuming that speech is at comfortable level and neglecting
masking effects, an approximate SII is calculated by trans-
forming the SNRs to the logarithmic domain, clipping them
between and dB and normalizing them to ensure the
outcome to be between zero and one, that is,

(3)

The final SII score is then obtained by computing a weighted
average over all critical bands as

(4)

The weightings are known as the critical-band-importance
functions and are given in [25].
The function in (3) is not concave nor convex, which

complicates constrained optimization. Therefore, it was sug-
gested in [19] to approximate the SII by replacing with
the function

(5)

The ASII is then given by

(6)

which is concave as a function of . We adopt the approximated
SII in this paper and investigate how late-reverberation can be
taken into account for speech reinforcement.
As reverberation is time-varying by nature, we do not con-

sider the original ASII, but an approximation of the short-time
variant of SII [32] also known as ESII. ESII is known to
show higher correlation with intelligibility when non-sta-
tionary disturbances are present. Here, we assume speech
and noise processes to be stationary and ergodic within one
time-frequency unit, instead of across the entire signal. Let

denote the statistical expectation operator and let us
assume that speech and noise DFT coefficients are indepen-
dent across frequency. The speech and noise variances per
time-frequency unit are then given by
and , respectively. Similarly as for
the speech and noise variances, we can define the variance
of the late reverberation, that is, .
For completeness, we also define here the variances of the
speech, noise and late reverberation in the DFT domain, that
are, , and

.
Using and , the SNR per critical band and

time frame is given by

(7)

The is then given by

(8)

where indicates the cardinality of the set , which denotes
the time-frame indices that are used to compute .

III. ASII BASED ON LATE REVERBERATION
AND ADDITIVE NOISE

Since late reverberation and noise are known to decrease in-
telligibility (e.g., [33]), we change the definition of SNR in (7)
such that late reverberation generated by amplifying speech in a
certain time-frame is also partly taken into account. We express

in terms of the sum of the variances of within a
critical band in the DFT domain, that is,

(9)

For simplicity, we neglect the early reflections in the impulse
response, and set the processed signal that will be received via
the direct path from loudspeaker to listener (corrected by the
damping that it experiences) as the desired signal. Notice that
this is a worst case scenario as early reflections can contribute
to the intelligibility of speech (e.g., [27]). Let model the atten-
uation of the direct sound. In the impulse response, is given
by the magnitude of the impulse in the response representing the
direct path. We assume is inversely proportional to the dis-
tance and define as the direct path delay from
loudspeaker to listener location in samples with the sampling
frequency and m/s the speed of sound. Further, let

denote the sample index from which the late
reflections of the impulse response start, with the pause be-
tween the direct path and the moment that the late reverberation
starts [27]. The exact value of depends on the room acoustics,
but a typical value is 50 ms [27]. From now on we will con-
sider the late reverberation as noise and redefine the SNR such
that late reverberation that is present samples after play out
by the loudspeaker is also taken into account. We thus define
SNR as the ratio between the speech variance per critical band
and time frame after amplification by at the listener lo-
cation (i.e., after a delay of samples and damping ), that
is, , and the sum of the noise variance and
late reverberation present samples after play out by the loud-
speaker. That is,

(10)

Eq. (10) shows that in order to take late reverberation into ac-
count, it is required to know both the power spectral densi-
ties (PSDs) and . Among other ways, one
straightforward way to estimate the noise PSD is
using a noise PSD estimation algorithm, e.g., [34][35]. Alterna-
tively, noise PSDs can be measured in noise-only regions when
any reverberation due to speech activity has decayed (notice that
this requires the noise source to be stationary). For the PSD of
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the late reverberation, we derive in this section an expression
under a stochastic model for the late reflections of the room im-
pulse response.
Let denote a window function with support as defined

in Section II. The late reverberation DFT coefficient is
given by

(11)By switching the two summations we obtain

(12)

where the approximation emphasizes that this is valid under the
assumption that the impulse response is time-invariant during a
time-frame [36], and where the subscript in indicates that
this includes the amplification by . To model the late
reflections of the impulse response we use the Polack model
[37], that is for ,

(13)

with an uncorrelated white stationary Gaussian noise
process with variance and a damping factor. Let denote
the frame size and the frame shift. Assuming that
and are two independent processes, we get for

(14)

(15)

where we used the assumption that speech is stationary over a
time frame, and where parameter in Eq. (15) acts as a frame
index. Using the geometric series this can be rewritten as

(16)
We can express in terms of the diffuse room impulse re-
sponse energy as
[31], finally leading to

(17)
Taking the amplification explicitly into account, we
can write the late reverberation energy of the processed speech
per critical band as

(18)

where, compared to (17) we have truncated the summation over
(reflecting the late reverberation) to time frames. Substitu-

tion of from (18) into (10), we get the SNR per critical
band given by

(19)

where it is important to notice that depends on
with as given in (18).

IV. ENERGY CONSTRAINED SPEECH INTELLIGIBILITY
MAXIMIZATION

In this section we derive optimal amplifications
such that the is maximized locally under an energy
constraint . The ultimate goal is to compute the
such that they are globally optimal. Let denote a set of
time-frame indices for which we would like to maximize the

. Our objective function then follows by substitution of
(19) into (8) as

(20)

where we again emphasize that depends on
with . The constrained

optimization problem is then given by

(21)

(22)

(23)

where the latter constraint is introduced to guarantee non-nega-
tive amplifications .
However, the objective function including the late

reverberation as in (20) is not a concave function in
(in fact, it is a sum of quasi-concave functions). Therefore, we
consider a simplified problem where we compute only the lo-
cally optimal . That is, we compute the amplifications

for all frequency bands and the time frames in a seg-
ment of time-frames that maximize locally for all
frequency bands in one time frame . Let the starting sam-
ples of the time frames in this segment be denoted by the set

. We then get the
performance function

(24)
with defined as in (18), depending on

. Altogether, we then have the problem
formulation

(25)
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(26)

(27)

That is, we compute the for time frames and
all frequency bands, such that the in time-frame is
maximized under the given energy constraint. Notice that re-
peating this optimization for consecutive time-frames will each
time lead to a set of gains, i.e.,

that partly overlap with the set of op-
timal gains that result from the optimization in the previous
time-frame. Although there are several ways to combine these
overlapping gains, we combine the multiple gains per TF-unit
by taking their average.
Obviously, the goal is to maximize the performance func-

tion under the constraints in (26) and (27). is a func-
tion of the amplification factors via

. This problem can be simplified by realizing that set-
ting to zero will always increase

as this reduces the reverberation generated by past time-
frames. We can thus define another performance function where
all are set to zero. That is,

(28)

for which it holds that

(29)

for all feasible . More specifically, for each band ,
all terms in both the numerator and denominator of the perfor-
mance function defined in (24) are positive. Setting any of
the with to zero will always
increase the value of the function in (29), reaching equality to

in (28) if all with are set to
zero. This is due to the fact that the performance function only
has a local view on the problem. Using the upper bound of ,
given by in (28), the optimization problem in Eq. (25)–(27)
can be stated to be equivalent to

(30)

(31)

(32)
(33)

The optimization problem in Eq. (30)–(33) is a convex problem
as the objective function is concave in and the con-
straints are all linear in with . Consequently, its
Karush-Kuhn-Tucker (KKT) conditions [38], [39]

(34)
(35)

(36)
(37)
(38)
(39)

form necessary and sufficient conditions to solve it.
Notice that for and , problem (30)–(33) is a

similar problem as the one posed in [19].
Completing the derivation of the algorithm for , the

solution of the KKT conditions (34)–(39) is given by (see also
[19])

(40)
for (41)

(42)

where the existence and uniqueness of in (42) are guaran-
teed by the derivation in the appendix. The algorithm for finding
the optimal KKT point then consists in finding the unique root

of (42) using a root finding algorithm (e.g., bisection
method) and subsequently substituting the root in the optimal
gains of (40). Also, note that the presented solution is identical
to the one of [19] for and , i.e., for the case
that no reverberation is present. The general behavior of this
algorithm is that only critical bands which are relevant for in-
telligibility are amplified. Bands where the SNR is too low and
where amplification within the energy constraint will not help
to increase the intelligibility, will automatically be clipped to
zero in order to save this energy for bands that can still con-
tribute to the intelligibility. If late reverberation is present, i.e.,
when , the total gain in (40) in all bands is decreased by
a factor ( ). The decrease in all bands by the
factor ( ) can be explained by the fact that am-
plifying speech will automatically increase the distortion intro-
duced by the late reverberation. Due to this overall decrease in
energy, more energy is left according to the energy constraint.
This energy is automatically used to amplify these frequency
bands that otherwise would be clipped to zero due to the lack of
enough energy. This happens as decreases according to (42)
when . A smaller in (40) then automatically results in
less bands being clipped to zero.
This behavior is visualized in Fig. 2, where we show spectro-

grams of the original clean speech (Fig. 2(a)), the speech signal
processed by Taal [19] (Fig. 2(b)) (i.e., without taking rever-
beration into account), the speech signal processed by the pro-
posed approach with (Fig. 2(c)), and the noise signal
(Fig. 2(d)), which consists of speech shaped noise. The SNR is
set to 2 dB and the T60 of the room impulse response is set to
1 second.
In Fig. 2(b) we see that if reverberation is not taken into ac-

count, generally most energy is put at higher frequencies, while
lower frequencies are discarded. This is due to the fact that the
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Fig. 2. Spectrogram of unprocessed signal, signal processed by Taal [19], the
proposed approach, and the noise signal (speech shaped noise) (a) Unprocessed
signal (b) Processed with Taal13 [19] (c) Processed with proposed approach
(d) Noise signal.

presence of speech shaped noise will make the lower frequen-
cies inaudible. Hence, to maximize the intelligibility, it is most
effective to put energy in the higher frequencies. However, if
the late reverberation is also taken into account, it becomes clear
that amplifying speech will also introduce a certain amount of
reverberation at the frequency band under consideration. The
usefulness of amplifying speech saturates above a certain level,
due to the introduction of late reverberation. In Fig. 2(c) we see
therefore that the higher frequencies are also amplified, but to
a less extent than in Fig. 2(b). The energy that is left is used to
amplify the lower frequencies.
By increasing parameter B in the set , an effect similar as

dynamic gain compression can be introduced. This is similar to
the effect described in [30]. Hence, per time-frequency unit,
gains are available. One potentially unequal to zero, and
gains that equal zero. Let denote the variance of the

processed speech in a time-frame and critical band . Com-
bining the multiple gains per time-frequency unit by taking their
average, the energy of the processed speech per time frame be-
comes . Setting ,
this implies that the energy per frame is set to the average en-
ergy over the last time-frames. Dynamic range compression
is known to have a positive effect on noisy speech, e.g., [11],
[22]. For reverberant speech a similar effect is to be expected as
the resulting dynamic range compression will effectively work
as a steady state suppressor where the energy in stationary high
energy speech regions is somewhat reduced in favor of low en-
ergy transients.

V. EXPERIMENTAL RESULTS

In this section we present experimental results on the pre-
sented intelligibility enhancement algorithm and compare
to reference methods under several noisy and reverberant
conditions. The comparisons are performed based on instru-
mental measures, as well as intelligibility listening tests. For
the instrumental experiments we use more than 5 minutes of
speech originating from the TIMIT database [40] sampled at
16 kHz. The speech signals are concatenated and degraded by
stationary speech shaped noise at SNRs ranging from dB
up to 0 dB, where SNRs are measured between the original
unprocessed speech as it would be played by the loudspeaker
and the background noise (see Fig. 1 for a visualization of
the experimental setup). The level of the speech is calibrated
at 62.35 dB SPL, where 120 dB SPL indicates the maximum
playback level. We assume that the recorded speech signal is
noise free (i.e., either recorded in a noise-free environment, or,
processed with a noise reduction algorithm). After processing
the speech signal, leading to a signal , the signal is
generated according to (1), where the convolution is performed
in the DFT domain. In Sections V-A–V-C we demonstrate
experimental results using generated room impulse responses,
while in Section V-D experimental results are reported using
measured room impulse responses.
Generation of room impulse responses is based on the Polack

model [37] as in (13), where the exponential decay is given by
and where we model the direct path by a delta

impulse with height and neglect early reflections. In all ex-
periments in Sections V-A–V-C, is set to with

the assumed distance between the loudspeaker and lis-
tener location. The pause between the direct path and the
moment that the late reverberation starts is set to 50 ms based
on values from literature [27]. The proposed approach is used
on a frame-by-frame basis with 32 ms frames taken with 50%
overlap and windowed with a square-root Hann window. The
amplification factors are applied per critical band, main-
taining the original phase of the clean speech signal. Some of the
algorithms used in the experimental results depend on the noise
PSD. To eliminate noise PSD estimation errors from the results,
we use in all experiments an ideal voice activity detector and
measure the noise PSD based on the noise-only signal (where
any reverberation has decayed). Also, we assume the room di-
mensions and T60 reverberation time to be known, such that
the diffuse room impulse response energy can be computed.
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To calculate , we make use of the direct-to-reverberation ratio,
which can be written as [41]

(43)

where is the distance to the source, given by , and
is the total absorption area. Given the T60 and the volume of the
room, the total absorption area follows from Sabine’s equation
as (see e.g. [41])

(44)

with the speed of sound and the volume. Substituting (44)
into (43), follows then as

The volume is given by setting the room dimensions to approx-
imately ( ).
The clean speech variance for the proposed method

is estimated by performing exponential smoothing across time
with a smoothing constant , similar as in [16].
To measure the intelligibility improvements we use several

instrumental speech intelligibility measures, among which the
extended or short-time SII, denoted as ESII [32], [17]
as in (6) and the speech based speech transmission index (STI)
(sSTI) defined in [42] as the modified magnitude cross power
spectrum based STI applied to running speech. The latter mea-
sure is chosen because it shows high correlation with the tradi-
tional STI for degradations with additive noise and reverbera-
tion [42]. Due to the very large frame sizes used in sSTI, this
measure will show a relatively high variance. The mea-
sure is chosen as this is the measure that is being optimized in
this paper, while the ESII is chosen as it is the measure that
is approximated by . Moreover, late reverberation can
be argued to be a time-varying masker, and ESII is known to
be a good predictor of intelligibility under time-varying noise
maskers, which are uncorrelated with the target.

A. Influence of

As a first experiment we investigate the influence of variable
in the set on the various performance measures. To do so,

we apply the algorithm outlined in Eqs. (40)-(42) for various
values of B ranging from 1 up to 12 (corresponding to 32 ms
up to 208 ms). The results are shown in Fig. 3 for T60 values
of 1 second and 1.5 seconds, and speech shaped noise at input
SNRs of and 0 dB. From this we see that each performance
measure shows some variability between the value of and
the performance. The optimal value of depends on the ex-
perimental settings (T60 and SNR), but also on the used perfor-
mance measure. Generally, performance is somewhat increased
by increasing from 1 up to 3 or 4. This is in line with the fact
that Eq. (41) acts in practice as a dynamic range compressor
similar as in [30]. When increasing beyond , most per-
formance measures show a slight decrease in performance. This
can be explained by the fact that despite the beneficial dynamic

Fig. 3. Influence of variable on various intelligibility measures for several
settings of the T60 time and SNR.

compression, an increased can also lead to speech sounds that
get smeared out, introducing speech distortions.
Based on the experiments shown in Fig. 3 we use in the re-

maining experiments the values and . We use
as for this would lead as a special case to the algo-

rithm proposed in [19].

B. Instrumental Comparison to Reference Methods

In this section we present experimental results with the pro-
posed speech reinforcement algorithm and compare this
to the ASII optimal algorithm published in [19], the SII op-
timal algorithm published in [16] and the steady state suppressor
of Hodoshima et al. [29] referred to as Taal13, Sauert10, and
Hodo06, respectively. Both reference algorithms Taal13 and
Sauert10 do not explicitly take reverberation into account, while
Hodo06 reduces overlap-masking that degrades speech intelli-
gibility in reverberation. For all algorithms we make sure that
they obey a constraint on the average energy per time frame.
Similar to the proposed approach and Sauert10, we also use ex-
ponential smoothing to measure the speech variance
in reference method Taal13.
In the experiments as depicted in Figs. 4–6 we show a com-

parison in terms of intelligibility improvement over the unpro-
cessed signal measured by the different instrumental intelligi-
bility measures as a function of the T60 ranging from 0 seconds
to 2 seconds. The results are depicted for input SNRs ,
and 0 dB.
Compared to the three reference methods, the proposed

method generally improves the predicted intelligibility with
a maximum improvement in the order of a few percentage
points. When there is no reverberation ( ), the proposed
method and the method from [19] are in theory identical for

. This is indeed also reflected in the experiments by the
fact that for very small T60-values, the performance of these
approaches coincide. With increasing T60, the improvement
of the proposed method with over Taal13 increases
slightly as a function of T60. This is due to the fact that part
of the reverberation is taken into account in determining the
amplification per critical band. Generally, performance for the
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Fig. 4. Predicted intelligibility in terms of improvement for speech
degraded by speech shaped noise.

Fig. 5. Predicted intelligibility in terms of ESII improvement for speech de-
graded by speech shaped noise.

Fig. 6. Predicted intelligibility in terms of sSTI improvement for speech de-
graded by speech shaped noise.

proposed method with improves over the proposed
method with . This is in line with the evaluation per-
formed in Section V-A.
For all three performance measures Hodo06 leads to the

worst performance, i.e., hardly any improvement over the

unprocessed signal. Although this is very consistent across
all performance measures and experimental settings, it could
still be that the type of processing as performed by Hodo06
cannot very well be assessed by instrumental intelligibility
measures. Intelligibility tests should give a definite answer.
The algorithm Sauert10 presented in [16] optimizes the ESII
measure under certain approximations. We therefore expect
Sauert10 to perform well when measuring ESII. This is indeed
visible for the higher SNRs, e.g. 0 dB in Fig. 5, where Sauert10
even improves over the proposed method for . For lower
SNRs (e.g. and dB), Sauert10 performs somewhat
worse than the proposed method in terms of ESII.
Although the results in Figs. 4–6 are carried out using only

speech shaped noise, similar results have been obtained using
other noise sources (among which babble noise), which have
been left out here because of redundancy.

C. Intelligibility Listening Test

In this section, we compare the presented algorithm with
with the reference methods Taal13, Sauert10 and Hodo06

by means of an intelligibility test. In addition, we also test the
intelligibility of the unprocessed signal.
The intelligibility test that was conducted is a closed Dutch

speech-in-noise intelligibility test described in [43] that we use
here as an intelligibility test for speech under noisy reverberant
conditions. This intelligibility test consists of five-word sen-
tences with a correct grammatical structure, similar to the one
proposed by Hagerman in [44]. The sentences were sampled at a
sampling frequency of 16 kHz. The possible words are arranged
in an 10-by-5 matrix on a computer screen, such that the th
column contains exactly the 10 possible alternatives for the th
word. The listener selects via a graphical user interface for each
test sentence one word from each column. After being processed
by one of the aforementioned algorithms, the speech signals are
convolved with a room impulse response that is generated ac-
cording to the Polack model with a T60 time of 1 second and
degraded by speech shaped noise at SNRs of , 0, 2 and 4 dB.
Eight native Dutch speaking subjects participated in the test.

The order of presenting the different algorithms and the SNRs
was randomized, with each sentence being used only once.
With each test person, all processing conditions were repeated
four times. The signals were presented diotically through
head-phones (Sennheiser HD 600).
Fig. 7 shows the average intelligibility scores with standard

errors of the mean. From these results we see that the pro-
posed method improves under all conditions over all reference
methods, as well as over the unprocessed signal. A t-test [45]
with a significance level was performed to determine
whether differences are statistical significant. From this t-test
it follows that the proposed method with is always
significantly better than Hodo06 and the unprocessed signals.
Compared to Sauert10, the proposed algorithm is significantly
better for all SNRs, except for the 0 dB condition. Furthermore,
compared to Taal13, the proposed method is significantly better
for all SNRs, except at the SNR of 4 dB.
Generally, Hodo06 performs worst and sometimes degrades

performance compared to the unprocessed condition (e.g., at the
SNRs of 0 and 2 dB). However, the performance is less dramatic
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Fig. 7. Intelligibility listening test results.

as might appear from the instrumental measures. This prob-
ably indicates that the instrumental measures cannot exactly
predict the consequences of the modifications introduced by
Hodo06. Also, notice that the instrumental intelligibility scores
are not mapped to an actual percentage of correct understood
words, which partly explains the difference in the scores be-
tween Section V-C and V-B.

D. Evaluation Using Measured Impulse Responses
In this section we present an evaluation based on measured

room impulse responses instead of generated room impulse re-
sponses as was done in the Section V-B and V-C. These mea-
sured room impulse responses do not exactly match the assump-
tions made in the derivations on the proposed approach and
serve as an indication on how sensitive the proposed approach
is with respect to a model mismatch. The used room impulse re-
sponses all originate from the Aachen impulse response (AIR)
database described in [46]. From this database we use three im-
pulse responses, namely, the impulse response measured in the
Aula Carolina in Aachen at 3 m distance ( sec.), an
impulse response measured in a stairway hall at 3 m distance
( sec.) and an impulse response measured in a lecture
room at 4 m distance ( sec.).
The proposed algorithm depends on three impulse response

related parameters, that are, , and . Given a measured im-
pulse response, the diffuse response energy can be calculated
from the impulse response as , with
the sampling frequency. The exponential decay can be calcu-
lated as as defined in the Polack model [37], and
damping from loudspeaker to listener location can be esti-
mated as , where is the (processed) signal
as played by the loudspeaker, and is the direct path signal
as received at the listener location.
For evaluation we use the same measures as in the previous

section, that are, ESII, sSTI, where the reference is
chosen to be the direct path signal as received at the lis-
tener location.
As a first evaluation we present in Fig. 8 a similar example

as in Fig. 2, Section IV. Fig. 8 shows the original clean speech
spectrogram (Fig. 8(a)), the spectrogram of the speech signal
processed by Taal [19] (Fig. 8(b)) (without taking reverberation
into account), the spectrogram of the speech signal processed

Fig. 8. Spectrogram of (a) unprocessed signal, (b) signal processed by Taal
[19], (c) the proposed approach, and (d) the noise signal (speech shaped noise),
for an impulse response measured in the Aula Carolina in Aachen (

sec.).

by the proposed approach with (Fig. 8(c)), and the noise
signal (Fig. 8(d)), which consists of speech shaped noise. The
SNR is in this example set to dB and as measured impulse
response we use the response of the Aula Carolina in Aachen.
In Fig. 8 we observe a similar behavior as in Fig. 2. We see

that if reverberation is not taken into account (Fig. 8(b)) gener-
ally most energy is put at higher frequencies. However, taking
reverberation into account, the efficiency of a channel saturates
due to the generated reverberation. In this specific example, this
will lead to less amplification of the higher frequency bands
where this energy is in turn used at the lower frequency bands.
Finally, in Figs. 9–11 we show an instrumental evaluation

using measured impulse responses originating from a stairway
hall, the Aula Carolina in Aachen and a lecture room, respec-
tively, as a function of SNR. These instrumental evaluations
are in line with the evaluations from Section V-B that were
carried out using generated impulse responses. In all cases,
the proposed approach, Taal13 and Sauert10 improve over
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Fig. 9. Predicted intelligibility based on improvement in terms of ,
ESII, and sSTI for speech degraded by speech shaped noise and reverbera-
tion generated using an impulse response measured in a stairway hall (

sec.).

Fig. 10. Predicted intelligibility based on improvement in terms of ,
ESII, and sSTI for speech degraded by speech shaped noise and reverberation
generated using an impulse response measured in the Aula Carolina in Aachen
( sec.).

Fig. 11. Predicted intelligibility based on improvement in terms of ,
ESII, and sSTI for speech degraded by speech shaped noise and reverbera-
tion generated using an impulse response measured in a lecture room (

sec.).

Hodo06. Similarly as for the experiments with generated im-
pulse responses, the proposed approach generally improves
over Taal13. With respect to Sauert10, the proposed approach
shows typically improvements in terms of . Similar as in
Section V-B, Sauert10 exhibits sometimes slight improvements
over the proposed approach at higher SNRs when measuring
performance using ESII.

VI. CONCLUSIONS
In this paper we investigated how late reverberation and noise

can be taken into account simultaneously when improving the
speech intelligibility in the near-end speech enhancement ap-
plication. To do so, we built further upon a recently proposed
approximation of the speech intelligibility index (SII). This ap-
proximation facilitates constrained convex optimization. To be
able to take reverberation into account, we locally optimized the
approximated SII and made use of the Polack model to model
the late reverberation. The optimization resulted in an algorithm
that delivers amplification factors for each critical band and time
frame. These amplification factors depend on the both the noise
PSD as well as the late reverberation energy, and redistribute
speech energy across frequency in order to increase intelligi-
bility when exposed to noise and reverberation. Depending on
the settings of the algorithm, it also performs dynamic range
compression, which is known to be beneficial for intelligibility
enhancement.
Instrumental intelligibility experiments, as well as intelligi-

bility listening tests under noisy reverberant conditions showed
that the proposed algorithm improves speech intelligibility,
with maximum improvement over state-of-the-art reference
algorithms in the order of 20 percent.

APPENDIX

In this appendix we proof the existence and uniqueness of
in (42). Without loss of generality, we set and

for notational convenience. We then get similar to (42)

(45)

Indeed, it can be shown that (45) has a solution for ,
and that this solution is in fact unique. To see this, note that the
function of at the left hand side of (45), defined
by

(46)

is continuous and non-increasing. Furthermore, in a neighbor-
hood of a root , , with

small, at least one of the terms of the sum in (46) is strictly
positive, since . For that term , the maximum operator
is in the active zone, i.e., we have .
The strict monotonicity of the maximum operator in the active
zone then implies that is also strictly monotonous in
(strictly decreasing). Joining this information with the fact that

and guarantees the existence
of a root by the intermediate value theorem and uniqueness by
the strict monotone behavior.
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