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Performance Evaluation of a Low-Complexity
Receiver Concept for TOA-Based

Ultrawideband Ranging
Giovanni Bellusci, Gerard J. M. Janssen, Junlin Yan, and Christian C. J. M. Tiberius

Abstract—In this paper, a novel low-complexity time-of-arrival
(TOA) estimation strategy and a conceptual receiver setup for
ultrawideband (UWB) signals is proposed, and its performance
is evaluated. The receiver consists of an analog peak detector
followed by two RC filters with different time constants. From
two exponentially decaying signals, the TOA of the first peak of
the received signal is reconstructed. This solution requires simple
signal processing and sampling rates on the order of only a few
tens of megahertz. At the same time, the achieved range error
is at centimeter level since the large signal bandwidth used is
fully exploited. To allow for performance flexibility, a statistical
framework is proposed in which results of multiple initial TOA
estimates are combined into a final estimate. Impairments due to
narrowband interference are investigated, and a coarse acquisition
scheme based on maximum energy detection is described. This last
step is required for proper operation of the TOA receiver. A link
budget analysis, which is based on the FCC power limitations for
UWB signals, shows that reliable ranging is feasible up to 300 m
in line-of-sight situations and up to 60 m in non-line-of-sight cases.
The presented solution avoids the main technological challenges,
namely extremely high sampling rates and complex processing at
the receiver, which currently limit practical implementations of
high-precision UWB positioning systems.

Index Terms—Ranging, time-of-arrival (TOA) estimation, ul-
trawideband (UWB).

I. INTRODUCTION

R ECENTLY, indoor positioning has been attracting con-
siderable attention from both research and industry. Lo-

gistics, healthcare applications, search and rescue, military
services, and tracking of objects and people are a few examples
of applications that can benefit from having precise localiza-
tion information. However, in indoor environments, traditional
satellite-based positioning services such as GPS are usually
unavailable, unreliable, or inaccurate. Therefore, alternative
solutions need to be developed.

Manuscript received July 18, 2011; revised March 6, 2012; accepted
June 9, 2012. Date of publication July 10, 2012; date of current version
November 6, 2012. This work was supported by the Technology Foundation
STW. The review of this paper was coordinated by Prof. R. C. Qiu.

G. Bellusci is with Xsens Technologies B.V., 7521 PR Enschede,
The Netherlands (e-mail: giovanni.bellusci@xsens.com).

G. J. M. Janssen is with the Faculty of Electrical Engineering, Mathematics
and Computer Sciences, Delft University of Technology, 2628 CD Delft,
The Netherlands (e-mail: G.J.M.Janssen@tudelft.nl).

J. Yan is with Intel Mobile Communications GmbH, 47259 Duisburg,
Germany (e-mail: junlin.yan@intel.com).

C. C. J. M. Tiberius is with the Faculty of Civil Engineering and Geosciences,
Delft University of Technology, 2628 CN Delft, The Netherlands (e-mail:
C.C.J.M.Tiberius@tudelft.nl).

Digital Object Identifier 10.1109/TVT.2012.2207749

A common way to perform positioning is based on time-
of-arrival (TOA) estimation. From the signal travel time, the
distance between transmitter and receiver can be calculated;
this is the basic operation for range-based positioning [4].
Ultrawideband (UWB) technology [1], [2] has been iden-
tified as a promising candidate to provide highly accurate
positioning information in indoor environments in which ra-
dio propagation takes place via hundreds of different paths
[3] closely separated in time. The use of subnanosecond
UWB pulse signals allows for distinguishing the different
multipath components and for accurately estimating the TOA
of the first path, which contains the relevant information
for ranging. With UWB signals, centimeter-level position-
ing accuracy can be achieved, even in indoor multipath-rich
environments [4]–[9].

Using UWB pulse signals in practical systems introduces
significant challenges in the processing of gigahertz bandwidth
waveforms at the receiver side. Most of the proposed solutions
in literature rely on samples of the received signal collected at
least at the Nyquist rate [7]–[9]. For example, a sampling rate of
20.5 GHz is used for the generalized maximum-likelihood TOA
estimator proposed in [9]. However, the extremely fast analog-
to-digital converters (ADCs) required and the high hardware
demands for processing, currently prevent the use of UWB
positioning technology for a wide range of applications with
mass-market potential since they typically have strict require-
ments on cost, complexity, and power consumption.

To address this issue, suboptimal and lower complexity ap-
proaches have been investigated, in which part of the potential
accuracy is sacrificed. In [10], an energy-based TOA estima-
tion is proposed where the accuracy depends on the sampling
rate used, e.g., it is at meter level using a 500-MHz ADC.
A conceptually similar approach is proposed in [11] where
the time window in which the received signal is observed is
divided in small time bins; the center of the first bin whose
energy exceeds a given threshold is detected as the signal
TOA. This last solution, while attractive since it avoids the
need for high sampling rates, presents the following drawbacks:
1) its TOA estimation accuracy is particularly sensitive to noise
and interference since the approach is based on bin energy
detection; and 2) the potential centimeter accuracy provided by
UWB technology is not fully exploited since the performance
is limited by the bin size, typically of a few nanoseconds,
resulting in a decimeter-to-meter additional bin quantization
error.
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In this paper, a novel low-complexity TOA estimation tech-
nique is proposed based on the following considerations. For
short-duration UWB pulses, the received signal is an approx-
imation of the channel impulse response (CIR) with a time
resolution given by the inverse of the signal bandwidth. The
proposed receiver consists of an analog peak detector operating
directly on the received signal, which is followed by two RC
filters with different time constants (as shown in Fig. 2). From
the two differently exponentially decaying signals, which are
sampled at a low rate, the first-peak TOA is calculated. It is
shown that very simple signal processing and a sampling rate
of only a few tens of megahertz are needed, i.e., about two
orders of magnitude less than the Nyquist rate. The sources
of error specifically introduced by the proposed receiver con-
cept are shown to be negligible. Therefore, the accuracy of
the proposed approach is practically the same as of an ideal
first-peak detector based on the Nyquist sampling and perfect
reconstruction of the received signal envelope, resulting in a
range error at centimeter level. This receiver can also work in a
time-difference-of-arrival (TDOA) setup, i.e., the receiver clock
does not need to be synchronized with the transmitter clocks.
The receiver clock offset is then estimated in the positioning
algorithm.

Because the proposed receiver directly estimates the TOA
from the instantaneous received pulse signal without further
processing, it is not possible to increase the effective SNR by
performing an average before TOA estimation. To allow for
flexibility in performance and reliability, a statistical process-
ing framework is proposed to enhance the range accuracy by
combining multiple TOA estimates. Using this framework, the
effect of narrowband interference (NBI) is analyzed based on
the first threshold crossing probability evaluated for Gaussian
processes and time-varying boundaries [17], [18]. To the best
of the authors’ knowledge, previous literature has only fo-
cused on communications applications [12]–[15] or bin-energy-
based TOA estimation [16], whereas no results are available
for NBI impairments on peak-detection-based TOA estimation
techniques. A coarse acquisition scheme [19]–[21], required for
correct operation of the proposed TOA estimation strategy, is
next described. To keep system complexity low, coarse acqui-
sition is based on energy detection. The presented theoretical
framework to calculate the statistics of the maximum energy
time window in closed form allows evaluation of the perfor-
mance of the scheme in terms of probability of acquisition and
to relate this to the relevant system and channel parameters,
which is another novelty of this paper. Finally, the coverage
area for reliable ranging using the proposed techniques is de-
termined based on the FCC power limitations for UWB signals
using a link budget analysis for line-of-sight (LOS) and non-
line-of-sight (NLOS) cases.

This paper is organized as follows. Section II introduces
the system model. In Section III, the low-complexity receiver
concept for TOA estimation is introduced and its performance
analyzed. Section IV investigates the impairments on the pro-
posed approach due to NBI. In Section V, the coarse acquisition
scheme is analyzed, and Section VI provides a link budget
analysis to determine the maximum coverage of the proposed
solution. Finally, in Section VII, concluding remarks are given.

II. SIGNAL MODEL

The received UWB pulse signal in a multipath channel can
be represented as

r(t) =

∞∑
j=−∞

cjwmp(t− jTf ) + n(t) (1)

where cj ∈ {±1} is a random polarity code used to avoid peaks
in the power spectral density of the received signal, Tf is the
frame repetition period, and n(t) is the additive white Gaussian
noise with zero-mean and single-sided power spectral density
N0. The received multipath signal wmp(t) results from the
transmission of a single pulse w(t) with energy Ew, and it is
expressed as

wmp(t) =

Lch−1∑
l=0

hlwl(t− τl) (2)

where hl and τl are the amplitude coefficient and the delay of
the lth multipath component, respectively; wl(t) is the wave-
form received along the lth path; and Lch is the number of
multipath components. This is a general indoor multipath prop-
agation model in which each single path may suffer distortion.
The unknown TOA of the received signal is indicated as τ0.
Without loss of generality, we can assume τ0 ∈ [0, Tf ] since we
are interested in the TOA with respect to the receiver clock. The
absolute value of τ0 needs to be determined with higher layer
protocols (e.g., two-way ranging) or with a TDOA scheme.

In the analysis and simulation results presented in the
following, w(t) is chosen as a Gaussian-pulse-modulated
carrier, i.e.,

w(t) = A0 cos(2πf0t) exp
(
−t2/

(
2T 2

g

))
(3)

where A0 is a normalization factor, f0 = 4.6 GHz is the central
frequency of the spectrum, and Tg = 0.16 ns, which corre-
sponds to a −10 dB bandwidth B of 3 GHz between 3.1 and
6.1 GHz. An additional bandpass filter is used to further cut
off emissions outside the specified bandwidth and to satisfy the
FCC mask imposed for UWB transmissions [22]. The results
presented in the following, however, are general and can also
be applied to a different pulse shape.

III. TIME-OF-ARRIVAL ESTIMATION

A low-complexity receiver concept is proposed for accurate
TOA estimation of the first peak of the received signal, and the
sources of inaccuracy introduced by this setup are analyzed.
To improve signal quality and to allow for a tradeoff between
performance and measurement latency, a strategy to combine
multiple TOA estimates is described and evaluated.

It is assumed that an estimate T0 of the frame starting
time, e.g., provided by a preliminary coarse acquisition step,
as discussed in Section V, is available. Now, the TOA of the
received signal τ0 can be expressed as τ0 = T0 + τ . Here, we
will focus on the estimation of τ . To avoid detection of late
multipath components belonging to the tail of a previous frame,
it is required that 0 ≤ τ ≤ Tf − τcds, where τcds is the delay
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Fig. 1. Proposed low-complexity receiver to estimate the TOA of the received signal.

Fig. 2. Principle of working of the proposed receiver.

spread of the channel. This is equivalent to the requirement
that the received signal in the observed window starts with a
noise-only part of duration τ , followed by the useful signal part
(of duration τcds), which goes to zero before the end of the
frame.

A. Receiver Concept

The proposed receiver for TOA estimation, with a principle
of implementation as depicted in Fig. 1, exploits the fact that
the received signal can be considered a good approximation
of the CIR when short-duration UWB pulses are used. The
received signal is directly passed through two analog processing
branches consisting of a peak detector followed by an RC
circuit with a different time constant per branch, which cause
an exponential decrease in the output signal with time from the
detected first-path amplitude. In the following, we will assume
an ideal peak detector in our analysis. The outputs of both
branches are sampled with a relatively low sampling rate, as
shown in Fig. 2, which illustrates the principle of operation of
the described receiver. From the collected samples, it is possible

to accurately retrieve the TOA of the first path. In the following,
the principle of operation of this receiver is described.

Referring to Fig. 1, the received signal r(t) is passed through
a filter matched to the transmitted pulse w(t) for noise reduction
and to simplify the theoretical analysis. In practice, a bandpass
filter can be used at the cost of a small performance degradation
(a fraction of a decibel). The envelope r̃(t) of the filter output is
determined and goes to a threshold device with an input–output
relation given by

r̃TH(t) =

{
r̃(t), if r̃(t) ≥ rTH

0, otherwise
(4)

which cuts off noise and signal components smaller than rTH.
The default position of the switches SA, SB,1, and SB,2 is
“0” (open circuit). The signal r̃TH(t) is fed to the blocks B1
and B2. Block B1, consists of a peak detector composed of
a diode followed by an RC circuit. The values of RE,1 and
CE,1 are set to affect the output signal with the “diagonal
clipping” phenomenon [23]; the time constant of the circuit
τE,1 = RE,1CE,1 in fact is chosen larger than the inverse of the
signal bandwidth. In this way, the output, instead of following
the envelope of the signal, tends to exponentially decrease with
time from the detected peak value. Block B2 works in the same
way, however, with a different time constant. Output r̃E,1(t) of
B1 is used by block F that contains a trigger circuit to detect
a sudden positive change of its value, which results in a trigger
to control switches SA, SB,1, and SB,2. The buffer amplifier
between blocks B1 and F prevents the circuits from loading
each other. The trigger circuit consists of an RC differentiator
to derive a trigger signal when r̃D(t) goes from positive to neg-
ative. To work properly, its time constant τD = RDCD should
be less than 1/B. When a trigger occurs due to a first peak of
the signal envelope, SA is switched to the short-circuit position
at time TA01

to prevent detection of later peaks, and a timer is
set to control switches SB,1 and SB,2 with a specified delay.
After a trigger occurred, r̃TH(t) does not influence r̃E,1(t) and
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Fig. 3. Quantization error introduced by the proposed solution.

r̃E,2(t) since the input of the peak detectors is now connected
to ground. Thus, r̃E,1(t) and r̃E,2(t) decrease from the first-
peak value with time constants τE,1 and τE,2, respectively, and
are sampled with sampling time Ts. If τE,2 � τE,1 (this can
be simply obtained by replacing RE,2 with an open circuit,
which implies τE,2 → ∞), the TOA can be reconstructed from
the first pair of samples after the trigger, as shown in Fig. 2.
In this case, calling r1[1] and r2[1] the first samples taken at
sampling instant ts at the output of the samplers of B1 and
B2, respectively, the random delay t0 (uniformly distributed in
[0, Ts]) with respect to the (unknown) TOA of the first peak can
be determined by solving the following:

r2[1] exp(−t0/τE,1) = r1[1]. (5)

The TOA of the first peak is then simply given as τ = ts − t0.
At time TB01

, a reset pulse from the timer sets the switches
SB,1 and SB,2 to their short-circuit position, which causes a
discharge of CE,1 and CE,2. At time TB10

, SB,1 and SB,2 are
switched back to the original open-circuit position. Finally, at
TA10

, SA is also reset by the timer to its original open-circuit
position, and the circuit can repeat the described procedure.
For proper operation, TB01

≥ Ts, to allow to collect at least
one sample needed to estimate t0, and TA10

≥ τcds, to avoid
detection of late multipath components corresponding to a pre-
vious transmission; this way, repetitive transmission of pulses
separated by at least TA10

is possible.
There are two sources of inaccuracy that make TOA estima-

tion with this scheme different from that of a classical first-peak
detector based on Nyquist sampling and perfect reconstruction
of the received signal envelope. The first is the quantization
error introduced by the two samplers, and the second is due
to possible fluctuations in the actual decay constant τE,1 from
its nominal value (typically caused by temperature variations).
In the following, these error sources are evaluated.

By solving the following:

exp(−t0/τE,1)+Δr1=(1+Δr2) exp

(
−(t0−τQ)

τE,1(1+ΔτE,1)

)
(6)

in point P , as shown in Fig. 3, the error τQ in the TOA
estimation can be determined. Here, Δr1 and Δr2 are the
quantization errors of the samplers of B1 and B2, respectively,
and ΔτE,1 is the relative error in the decay constant τE,1.
Under the hypothesis that the error τQ � τE,1 (which is true,

according to the values given in the following) and considering
only first-order errors, τQ can be approximated as

τQ ≈τE,1 (−Δr2 +Δr1 exp(t0/τE,1)−ΔτE,1t0/τE,1)
≈τE,1 (−Δr2 +Δr1 exp(t0/τE,1)) (7)

since ΔτE,1 can be easily made negligible [if ΔτE,1 ≤ 10−4,
from (7)] with an inexpensive calibration step by piloting the
input with a known voltage. For evaluating τQ, we assume that
the first-peak level is approximately equal to the maximum
ADC input level. In this case, fixing the interval of variation
of the ADC input between 0 and the estimated first-peak level,
the quantization errors Δr1 and Δr2 normalized to the first-
peak level are uniformly distributed random variables (RVs) in
[−1/2Ns+1, 1/2Ns+1], where Ns is the number of bits of the
ADC. τQ is then a zero-mean RV. By applying the variance
propagation law to the equation for τQ, approximated to the
second order and linearized around the mean of Δr1, Δr2, and
t0, its variance is

σ2
τQ

≈
τ2E,1

12 · 22Ns
(1 + exp(Ts/τE,1)) . (8)

The minimum of (8) with respect to τE,1 is found by putting its
derivative equal to zero and solving the resulting equation with
respect to Ts/τE,1. Using the obtained value Ts/τE,1 ≈ 2.217
in (8) results in στQ ≈ 0.42 · Ts/2Ns , which depends on the
performance of the sampler. For example, with Ts = 20 ns
(a sample rate of 50 MHz) and Ns = 8, στQ causes a range
error of about 1 cm. Thus, the proposed receiver allows to
significantly relax the hardware requirements compared with
Nyquist-based approaches due to the limited amount of signal
processing and the low sampling rate of a few tens of mega-
hertz, which can be easily realized with inexpensive ADCs
currently available. In this way, the main implementation chal-
lenges for UWB TOA-based ranging are solved. At the same
time, the error specifically introduced by the proposed receiver
is on the order of 1 cm, which is often negligible for practical
applications and comparable with that of an ideal first-peak de-
tector with perfect knowledge of the received signal envelope.
In addition, this is a large improvement when compared with,
e.g., traditional bin-energy-based TOA estimation approaches
[11], which achieve lower complexity by sacrificing part of the
potential accuracy available.

B. TOA Estimation Strategy

The receiver proposed in Section III-A directly estimates
the TOA from the received signal without further processing.
Therefore, it is not possible to increase the effective SNR by
performing an average before TOA estimation to allow for
performance and reliability flexibility. To address this issue, a
statistical TOA estimation strategy, in which the TOA measure-
ments of multiple transmitted pulse signals are combined, is
proposed and analyzed in the following.

A set of N estimated TOAs, obtained from N repetitively
transmitted pulses, are temporally sorted. The strategy now is to
find the first time window of duration TW and arbitrary starting
time, which contains at least NTH of these TOAs, as shown in
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Fig. 4. TOA estimation strategy.

Fig. 4. The average of the TOAs in this window is chosen as the
final TOA estimate.

The performance of this approach is analyzed by evaluating

the probability of early false alarm (EFA) PEFA
Δ
= Pr {in the

initial noise-only part of N received signals of duration τ , there
exists at least one time window of duration TW , which contains
at least NTH TOAs} and the probability of missed detection

(MD) PMD
Δ
= (1 − PEFA) · Pr {in the N TOA estimates, there

are less than NTH TOAs in any time window of duration TW ,
which contains the true TOA of the direct path1}. If PEFA � 1,
then PMD ≈ Pr {In N transmissions, there are less than NTH

TOAs in any time window of duration TW , which contains the
true TOA of the direct path}. In this way, the reliability of the
TOA estimation can be evaluated. We will show that if the direct
path is correctly detected, the range error is at centimeter level,
corresponding to the very large bandwidths used.

To simplify the analysis of the theoretical evaluation of
PEFA and PMD, we assume that the receiver implements a first
crossing detection over a threshold rTH instead of a first-peak
detection. Due to the short duration of the used pulse, the differ-
ence between the two cases is negligible. The threshold rTH is
related to the noise power of the received signal at the matched
filter output and is expressed as rTH = kTHσnMF

, where kTH is
a real positive number and σ2

nMF
=

∫∞
−∞ N0|W (f)|2/Ewdf =

N0 is the variance of the noise nMF(t) at the unity-gain
matched filter output, with W (f) being the Fourier transform
of the pulse w(t) given in (3).

C. Performance Evaluation: Early False Alarm

Since the calculation of the exact expression for PEFA is
difficult, an upper bound is determined. The first problem is
that the duration τ of the noise-only part of the received signal
is an unknown RV. Since PEFA monotonically increases with
τ , a noise time window τMAX = max{τ} is considered. The
actual value of this τMAX depends on the particular choice of
the parameters in the coarse acquisition step. For the simulation
results presented here, a choice of τMAX = 160 ns is used, cor-
responding to the parameters selected for the coarse acquisition
step, as discussed in Section V. The second problem is related

1Due to multipath and propagation through dielectric materials, the (un-
known) true TOA of the direct path does not necessarily coincide with the TOA
of the first peak of the received signal, even in noiseless conditions [5].

to the distribution of the estimated TOA within τ . Reference
[24] provides a framework to evaluate the probability pN (Tn)
of the first-level crossing in a time window Tn when only
Gaussian noise is present and using a double-sided threshold
(symmetric about zero), whereas reference [25] applies these
results to UWB ranging. These results can be used in our
analysis, observing that pN (Tn) also represents the probability
of a single-sided (above zero) first threshold crossing for the
noise envelope at the matched filter output.2

From [24], the single-sided threshold first crossing prob-
ability in Tn for a Gaussian process is G(Tn) = 1 −
exp(−Tn/ρ), with ρ = 2Φ(kTH)/λ exp(k

2
TH/2) and λ =

2
√∫∞

−∞ f2Snw(f)df/
∫∞
−∞ Snw(f)df , where Φ(x) =

∫ x

−∞ 1/
√

2π exp(−ξ2/2)dξ and Snw = N0W
2(f) is the noise power

spectral density at the matched filter output. From G(Tn),
an upper bound p̄N (Tn) for the required probability can be
calculated as [24] pN (Tn) ≤ p̄N (Tn) = 1 − (1 −G(Tn))

2.
Observing that the Fourier transform of the considered pulse

w(t) in (3) is

W (f) = A0Tg

√
π/2

(
exp

(
−2T 2

g π
2(f − f0)

2
)

+exp
(
−2T 2

g π
2(f + f0)

2
))

(9)

gives λ = 2
√
f2
0 + 1/(8T 2

g π
2). By plotting the cumulative

distribution function of pN (Tn), for the considered values of
Tn, pN (Tn) approximately linearly increases with Tn when
choosing kTH ≈ 4 or larger, showing that, in case a TOA
estimation occurs in the time window Tn, it can be assumed
uniformly distributed in [0, Tn]. This means that, for kTH ≥ 4
and putting Tn = τMAX

PEFA≤
N∑

n=NTH

P0(n)

(
N

n

)
p̄nN (τMAX) (1−p̄N (τMAX))

N−n (10)

where P0(n) = Pr {Given n uniformly distributed RVs in
[0, τMAX], there exists at least one time window TW , which
contains at least NTH threshold crossings}. A closed-form
expression for P0(n) is difficult to derive. For this reason, its
value has been determined by simulation.

There are four parameters in (10) that determine PEFA. TW

should be chosen as small as possible since PEFA increases with
TW . Its value has been chosen equal to 1.5 ns, according to the
motivations provided in Section III-D. The threshold kTH is a
parameter that affects both PEFA and PMD. Since only bounds
for PEFA and PMD are given, it is not possible to find the kTH

that minimizes the overall probability of EFA and MD. How-
ever, in a relatively wide range of kTH (between about 3.5 and
5.5), the overall probability does not significantly change (using

2In fact, it can be noted that the signal envelope is always larger than or equal
to the absolute value of the signal itself, and if the envelope crosses a single-
sided threshold in one point, it also crosses a double-sided threshold within a
time interval equal to the inverse of the carrier frequency f0, around that point.
According to these points and observing that the values Tn of interest are Tn �
1/f0, in a window Tn, the double-sided first threshold crossing probability for
the noise at the matched filter output is equal to the single-sided first threshold
crossing probability of the noise envelope at the matched filter output. This
justifies the use of the results in [24] for the considered problem.
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Fig. 5. Region of the plane (N,NTH) that satisfies the required PEFA ≤
P req
EFA (below the curves), for P req

EFA = 0.002, 0.01, 0.05.

the corresponding set of system parameters); for this reason,
kTH = 4.5 is chosen. The other parameters to select in (10) are
N and NTH. Varying both of them and calculating PEFA for
each pair (N,NTH), it is possible to determine a region in the
(N,NTH) plane, which satisfies a target P req

EFA. Fig. 5 shows the
region of the (N,NTH) plane, which satisfies the requirement
PEFA ≤ P req

EFA for P req
EFA = 0.002, 0.01, and 0.05, as examples.

The area (N,NTH) below the respective curve allows PEFA to
be smaller than the target P req

EFA. As expected, this area becomes
smaller for decreasing PEFA; however, significant variations in
the target P req

EFA can be obtained with limited variation in the
parameters (N,NTH) since the plotted curves are very close
to each other. In this way, significant flexibility in the system
performance can be achieved.

D. Performance Evaluation: Missed Detection

From the definition of PMD, the following upper bound is
straightforward: PMD ≤ Pr {in N TOA estimates, there are
less than NTH estimates in a particular time window W0 of
duration TW which contains the true TOA} since this last event
is included in that which specifies PMD. For space reasons, we
omit here the justifications for the choice of W0, which allows
easy calculation of the bound, and we refer to [26] for more
details. In [26], we show that choosing TW ≈ 1.5 ns results

in PMD ≤
∑NTH−1

n=0

(
N
n

)
pnD(1 − pD)N−n, where pD

Δ
= Pr

{the first-peak received signal plus the noise that crosses the
threshold}. Now, pD = Pr{|apk + nMF(tpk)| ≥ kTHσnMF

} =
Pr{|apk/σnMF

+R0| ≥ kTH}= Pr{|
√

FPNR · SFP +R0| ≥
kTH} ≥ Pr{

√
FPNR · SFP + R0 ≥ kTH} = 1 − Φ(kTH −√

SFP · FPNR), with apk and tpk being the first-peak
amplitude and its TOA, respectively, at the matched filter
output in noiseless conditions; R0 = nMF/σnMF

being the
standard Gaussian distributed RV; FPNR = Ew/(N0LFP)
being the first-peak power-to-noise ratio, as expected from
the link budget; and LFP is the first-peak power path loss.3

SFP is the first-peak power fading. These variations are due
to the partial overlap of the direct path with later multipath

3Note that LFP usually differs from the total signal power path loss, as
discussed in more detail in Section VI; this difference is neglected in the IEEE
UWB channel models [28].

Fig. 6. Regions of the plane (N,NTH) that satisfy the required PMD ≤ 0.01
for different FPNR (above the curves), on the left for σSFP

= 1 dB (LOS) and
on the right for σSFP

= 4.5 dB (NLOS).

components and distortions undergone by the direct path itself,
which typically happen in NLOS propagation. The upper
bound for PMD results in

PMD≤
NTH−1∑
n=0

(
N

n

) ∞∫
s=−∞

fSFP
(s) (1−z(s))n zN−n(s)ds (11)

where fSFP
(s) is the probability density function (pdf) of

the first-path power fading, and z(s) = Φ(kTH −
√
s · FPNR).

Unfortunately, the IEEE models [28] do not provide an accurate
statistical characterization for SFP. For this reason, results in
[27] are used to evaluate (11), where a characterization of SFP

for typical indoor office environments is provided. It is shown
that it can be modeled as a zero-mean log-normal RV with
standard deviation σSFP

, which depends on the bandwidth. For
example, for B = 3 GHz, σSFP

≈ 1 dB in LOS, and σSFP
≈

4.5 dB in NLOS.
Fig. 6 shows an example of the regions (above the curves)

of the (N,NTH) plane, which satisfy PMD ≤ 0.01 obtained by
evaluating (11) both for σSFP

= 1 dB (LOS) in the left-hand
figure, and for σSFP

= 4.5 dB (NLOS) in the right-hand figure,
and for different values of FPNR. It can be seen that, for the
same FPNR and NTH, NLOS propagation requires a larger N ,
i.e., the number of estimated TOAs, for meeting a required
PMD due to the larger first-path power fading. This effect is
particularly evident for small values of FPNR and becomes
negligible for larger ones.

From the results on the EFA and MD analysis, it is now
possible to determine the region (N,NTH) that satisfies the
combined requirements on PEFA and PMD. For example, in
Figs. 5 and 6, it can be seen that for having PEFA ≤ 0.01 and
PMD ≤ 0.01, by choosing N = 3 and NTH = 2, the minimum
required FPNR is 20 dB, both for LOS and for NLOS. Having
FNPR = 10 dB requires at least N = 500 and NTH = 7 for
LOS, whereas N = 5000 and NTH = 17 for NLOS. A smaller
FPNR is possible; however, this needs a substantial increase in
N . The required FPNR allows calculation of the coverage of
the proposed solution, as discussed in Section VI.

To evaluate the achieved accuracy, the mean absolute range
error obtained with the proposed receiver has been investigated



BELLUSCI et al.: EVALUATION OF LOW-COMPLEXITY RECEIVER CONCEPT FOR TOA UWB RANGING 3831

Fig. 7. Mean absolute range error in centimeters versus FPNR, both for
(left) LOS and for (right) NLOS for different pairs of (N,NTH).

using measured UWB channel responses collected during a
measurement campaign in which a large set of channel re-
sponses were measured in the time domain using UWB pulse
signals. Details on the measurement setup and environment
can be found in [5]. For the simulation, a measured channel
response is randomly chosen from the total available set of
measurements. The selected signal, which can be considered
noise free, is filtered in the proper 3-GHz bandwidth. The
total frame duration is chosen as Tf = 800 ns, and the noise-
only part τ = τMAX = 160 ns, in line with the values given
in Section V on coarse acquisition. A signal format such as
in (1) is built, and noise is artificially added to obtain the
proper value of FPNR. The distance estimated with the pro-
posed receiver is compared with the measured distance between
transmitter and receiver. The results are averaged over 100
different measurements randomly chosen from the total set. By
choosing a proper pair (N,NTH) that allows neglect of PEFA

and PMD for FPNR = 10, 12, 15, and 20 dB, respectively, it
is possible to investigate the achievable range accuracy. Results
in Fig. 7 show that centimeter-level accuracy can be obtained
when the FPNR satisfies the requirements in Figs. 5 and 6.
Similar accuracies were found from simulations using the IEEE
models (4 cm for CM3 and 7 cm for CM4), where the range
error was defined as the difference between the TOA of the first
path of the (infinite bandwidth) CIR and the TOA estimated
from the received signal with the proposed solution.

IV. NARROWBAND INTERFERENCE ANALYSIS

Since UWB is used unlicensed in already occupied frequency
spectrum, the effect of interference from narrowband signals is
an important issue. Here, the effect of NBI on the proposed
peak-detector-based TOA estimation technique is evaluated.
The NBI is modeled as a single-tone continuous-wave signal
as follows:

i(t) = αIAI cos(2πfIt+ θI) (12)

where A2
I/2 is the average NBI power, αI is a Rayleigh dis-

tributed RV, which accounts for the slowly varying narrowband
fading, with E[α2

I ] = 1, and θI is a random phase uniformly
distributed in [0, 2π]. This model has been widely adopted in

literature [12]–[16] since a narrowband interfering signal can
be realistically considered constant for several UWB frames
and can be used as a benchmark to compare NBI impairments
on different techniques. To keep the analytical approach to
the problem feasible, the NBI signal phase θI is assumed
independent from frame-to-frame, which is reasonable since
2πfITf ≈ 104. On the contrary, a particular realization of αI

can be considered constant in all the frames belonging to one
complete set of N transmissions since the channel coherence
time is usually significantly longer.

A. Performance Evaluation: Early False Alarm

The evaluation of the probability of EFA under NBI can be
reconducted to the calculation of the probability of the first
crossing of a time-varying threshold for stationary Gaussian
processes. In [17], a theoretical framework is presented, which
provides an approximate solution for the first crossing detection
probability for Gaussian noise and general time-varying
thresholds and a closed-form solution for periodic thresholds.
The results of this approximation are very accurate for first
crossing probabilities less than 0.1 in the considered noise-only
time window Tn, which is the situation of interest here. Specific
results for an asymptotically periodic threshold are reported
in [18]. This is an interesting case for the problem considered
here since a sinusoidal signal is a particular case of an
asymptotically periodic threshold. The problem can be solved
with an approach similar to that presented in Section III-C,
considering a periodic threshold b(t) = iMF(t) + rTH,4 where
iMF(t)= i(t)⊗w(−t)/

√
Ew=KW (fI)/

√
BαIAI cos(2πfIt+

arg{W (fI)}) is the interference at the matched filter output.
Here, ⊗ is the convolution operator, KW (fI) is defined as

KW (fI)
Δ
= |W (fI)|/|Wsinc(fI)|, and Wsinc(f) is the Fourier

transform of a sinc function with a bandwidth B centered
around f0 and energy Ew. Conditioned to a given value
nMF(0) ≤ b(0) of the noise at t = 0 at the matched filter
output, from [18], we find that the single-sided first crossing
pdf for b(t) is

g (t|nMF(0)) = R [b(t)] exp

⎛⎝−
t∫

0

R [b(t′)] dt′

⎞⎠ (13)

where R[b(t)] is a periodic function given by

R [b(t)] =

√
−γ̈(0)
2π

exp

(
− (rTH + iMF(t))

2

2σ2
nMF

)

·
(
exp

(
i̇2MF(t)

2γ̈(0)

)
− i̇MF(t)

√
2π

−γ̈(0)

×
(

1 − Φ

(
i̇MF(t)√
−γ̈(0)

)))
(14)

4Note that the original problem requires calculating the first time in [0, τ ]
in which nMF(t) + iMF(t) = rTH; however, since the process is stationary
and results in iMF(t) = −iMF(t+ π/(2πfI)), this is statistically equivalent
to calculating the first time in [0, τ ] in which nMF(t) = rTH + iMF(t).
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where γ(t) is the normalized autocorrelation function of
nMF(t), and ˙{·} and {̈·} represent the first- and second-time
derivatives of {·}, respectively. The conditioned single-sided
first crossing probability in Tn can now be calculated as
G(Tn|nMF(0)) =

∫ Tn

0 g(t|nMF(0))dt and the probability of
single-sided first threshold crossing as

G(Tn) = Pr {nMF(0) ≥ b(0)}+G (Tn|nMF(0) ≤ b(0))

≈G (Tn|nMF(0) ≤ b(0))

=

2π∫
θ=0

b(0)∫
nMF(0)=−∞

G (Tn|nMF(0)) fθI (θ)fnMF
(n)dndθ

=
1

2π

2π∫
0

G (Tn|nMF(0))

· Φ
(
rTH + αIAIKW (fI) cos θ/

√
B

σnMF

)
dθ (15)

where it has been used that G(Tn|nMF(0)) does not depend on
the particular nMF(0) given nMF(0) ≤ b(0); therefore, it can be
taken out of the internal integral in the second line of (15). To
calculate (15), Pr{nMF(0) ≥ b(0)} has been neglected; this is
licit since it is significantly smaller than G(Tn|nMF(0) ≤ b(0)).
Since we are interested in Tn and rTH such that TnB � 1
and G(Tn) � 1, which makes crossing inside a window Tn

much more likely than in t = 0. As for the case without NBI,
an upper bound for the required double-sided first crossing
probability is pN (Tn) ≤ p̄N (Tn) = 1 − (1 −G(Tn))

2. Now,
the upper bound for PEFA under NBI is given by

PEFA ≤
N∑

n=NTH

P0(n)

(
N

n

) ∞∫
0

fαI
(α)p̄nN (τMAX)

· (1 − p̄N (τMAX))
N−n dα (16)

It is interesting to compare the results that can be obtained
from (13)–(15) for the particular case of i(t) = 0 with those
without NBI of Section III-C. By using the differentiation
theorem γ̈(0) = −

∫∞
−∞(2πf)2Snw(f)df/

∫∞
−∞ Snw(f)df =

−2π2λ2, R[b(t)] = λ/
√

2 exp(−r2TH/2σ2
nMF

) becomes a
constant, and we find G(Tn) = (1 − exp(−Tn/ρ))Φ(kTH).
Observing that for the kTH of interest Φ(kTH) ≈ 1, this
expression for G(Tn) equals that provided in Section III-C.

B. Performance Evaluation: Missed Detection

With arguments similar to those discussed in Section III-C,
a lower bound for pD conditioned to a particular realization of
i(t) is pD≥Pr{

√
FPNR·SFP+R0≥kTH+iMF(tpk)/σnMF

}=

Fig. 8. Regions of the plane (N,NTH) that satisfy the required PEFA ≤ 0.01
and PMD ≤ 0.01, for different values of FPNR and INR, and for σSFP

= 1 dB
(LOS). Suitable values of N are below the PEFA curve and above the PMD

curves.

1−Φ(kTH+iMF(tpk)/σnMF
−
√
SFP ·FPNR). Averaging over

θI results in

pD ≥ p̄D=1 − 1
2π

2π∫
0

Φ

(
kTH +

αIAIK(fI) cos θ

σnMF

√
B

−
√
SFP · FPNR

)
dθ (17)

where p̄D is the lower bound of pD. The upper bound for the
probability of MD can be written as

PMD ≤
NTH−1∑
n=0

(
N

n

) ∞∫
0

∞∫
0

p̄nD(1 − p̄D)N−n

·fSFP
(s)fαI

(α)dαds (18)

C. TOA Performance Evaluation Under NBI

With NBI being present, the impairments in PEFA and PMD

can now be evaluated using (17) and (18) for a given set of
(N,NTH) and kTH. To compare the performance for the cases
with and without NBI, the parameters of interest have to be
chosen in a meaningful way. In the following, matching of the
threshold kTH is used to obtain the same PEFA for the noise-
plus-interference window as for the case without NBI, i.e., the
value of kTH for the required EFA probability is determined
while keeping the other system parameters constant. The cor-
responding values of (N,NTH), which satisfy the requested
PMD, are accordingly calculated. Fig. 8 shows the regions of the
(N,NTH) plane, which satisfy PEFA ≤ 0.01 and PMD ≤ 0.01,
for σSFP

= 1 dB (corresponding to LOS), for different values

of the interference-to-noise ratio (INR
Δ
= A2

I/(2N0B)), and
for FPNR = 12, 15, and 20 dB, for comparison. In a similar
way, results for the NLOS case can be determined. The curve
corresponding to the constraint for the PEFA is the same as for
the case without NBI, due to the EFA probability matching
criterion used. By evaluating the variations in the curve for
PMD for a given value of INR and FPNR, it is possible to
obtain the corresponding impairment in terms of the minimum
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required N (and NTH) or FPNR. From the figure, an increase
in INR requires an increase in the minimum required N for
the same FPNR, e.g., for FPNR = 12 dB, the minimum N
increases from about 60, without interference, to about 7000
for INR = 30 dB. These values can be found by looking for
the point (N,NTH) with the minimum N which is both below
the curve for PEFA and above the curve for PMD in the two
cases, for the same FPNR. In a similar way, the impairments can
also be evaluated in terms of the minimum required FPNR, for
the same (N,NTH). For example, for (N = 60, NTH = 3), the
minimum required FPNR in the absence of NBI is about 12 dB
(see Figs. 5 and 6). An interference source with INR = 30 dB
requires an increase in the FPNR to about 20 dB, to meet the
same performance requirements (see Fig. 8).

V. COARSE ACQUISITION

Next, a coarse acquisition strategy, required for proper opera-
tion of the receiver presented in Section III-A, is described. The
purpose of this step is to provide an estimate T0 of the frame
starting time, such that the first-peak crosses the threshold at
τ0 = T0 + τ (which was accurately estimated in Section III
with respect to T0) with 0 ≤ τ ≤ Tf − τcds. To keep the system
complexity low, this coarse acquisition is based on energy
detection, which is a well-known technique. However, different
from the considered schemes as presented in, e.g., [19]–[21], a
novel theoretical framework is presented here to calculate the
statistics of the maximum energy bin in closed form, which
allows evaluation of the performance of the scheme in terms of
probability of acquisition and to simply relate it to the relevant
system and channel parameters.

Fixing an arbitrary observation start time and choosing the
number K of time bins per frame with duration T = Tf/K,
the following energy statistics for each kth bin are calculated:

Ek =

NCA−1∑
j=0

(k+1)T+jTf∫
kT+jTf

r(t)2dt (19)

for k = 0 . . .K − 1. NCA is the number of frames used in
this step. The coarse estimation of the frame starting time is
calculated as

T0 = T

(
argmax

k
{Ek} − 1

)
. (20)

The rationale behind this strategy is the following. Assuming a
bin duration T ≈ τcds (the appropriateness of this choice will
be discussed), in the most general situation, there are two bins
in a frame Tf , which are called s1 and s2, and which contain
the first and the last part of the useful signal, respectively, and
K − 2 bins, i.e., n1 . . . nK−2, containing only noise (see also
Fig. 9). Since the strategy outlined in (19) and (20) performs a
maximum energy detection (summed over NCA frames), it is
likely that the maximum energy bin is the one corresponding to
s1 or s2. The start time of the signal with respect to T0 (assumed
for notational convenience equal to zero) is then τ = T + TR or
τ = TR if the maximum energy bin is s1 or s2, respectively,
where TR is the delay of the first path from T0 modulo T ,

Fig. 9. Coarse acquisition step.

which is a uniformly distributed RV in [0, T ]. By imposing
K ≥ 3, we can obtain coarse acquisition since the frame starts
with a noise-only part shorter than 2T . Therefore, with respect
to the notation introduced in the previous section, we find
τMAX = 2T , and the useful signal part goes to zero before the
end of the frame since T ≈ τcds. As an example, Fig. 9 shows
the described coarse acquisition procedure, for K = 5.

The performance of this scheme is evaluated in terms of
probability of coarse acquisition PCA, which is defined as the
probability of having the energy in bins s1 or s2 greater than
that in all the other bins. Calling Ps1 = Pr{s1 has the highest
energy} and Ps2 = Pr{s2 has the highest energy} conditioned

on a particular realization of TR results in PCA
Δ
= Ps1 + Ps2 −

Ps1∩s2 = Ps1 + Ps2 since the two events {s1 has the highest
energy} and {s2 has the highest energy} are mutually exclu-
sive. To evaluate PCA, a statistical characterization of Ek is
required. To this purpose, the IEEE UWB channel models [28]
are difficult to analyze. For this reason, a simplified channel
model composed of a single exponential decay and a dense
path arrival rate is considered here. It will be shown that this
assumption introduces negligible differences compared with
results obtained using the IEEE models. A more convenient
representation of the CIR is h(t) =

∑L−1
l=0 hR,lδ(t− τR,l),

where L is the number of resolvable multipath components;
τR,l = τR,0 + lTB is the delay of the lth resolvable path, with
TB = 1/B; hR,l = |hR,l| exp(jφl) is the amplitude of the
lth resolvable path; and φl ∈ {0, π} with equal probability.
|hR,l| is usually modeled as an RV (e.g., Nakagami distributed
[28]); however, to simplify the analytical derivation, |hR,l|
is assumed deterministic with h2

R,l = h2
R,0 exp(−lTB/αch),

where αch is the channel power decay constant and h2
R,0 =

1/LTP · (1 − exp(−TB/αch)) for normalization, where LTP

is the total signal power path loss. In the link budget calculation,
the total signal power fading STP can be included in this term.
In this way, after normalizing to the total signal power, the
small-scale fading in |hR,l| results only in a variation in the
energy of s1 and s2 with respect to each other. However, due
to the large number of multipath components, this variation
is very small and therefore can be neglected in the analysis.
Realistic values of STP for different bandwidths can be found
in [27]. Under this hypothesis, the energy in s1 and s2 are given
in (21) and (22), shown at the bottom of the page, respectively.
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TABLE I
MEAN AND VARIANCE OF Es1 , Es2 AND Eni

Ts1 and Ts2 are the starting times of s1 and s2, respectively,
and ⊗ represents the convolution operation. The energy in the
remaining K − 2 noise-only bins is

Eni
=

NCA−1∑
j=0

Tni
+T+jTf∫

Tni
+jTf

n2(t)dt (23)

for i=1 . . .K−2, where Tni
is the starting time of noise bin ni.

Es1 and Es2 are noncentral chi-square distributed RVs with
noncentrality parameters, i.e.,

μNC(Es1)=
NCA

N0

T∫
0

(
L−1∑
l=0

hR,lw(t−lTB−TR)

)2

dt

=
NCAEr

N0

(
1−exp

(
−T−TR

αch

))
(24)

μNC(Es2)=
NCA

N0

T∫
0

(
L−1∑
l=0

hR,lw(t−lTB+T−TR)

)2

dt

=
NCAEr

N0

(
exp

(
−T−TR

αch

)
−exp

(
−2T−TR

αch

))
(25)

when an ideal rectangular receive filter over the signal band is
assumed and with Er = Ew/LTP being the received energy
in a single pulse transmission. The Eni

are central chi-square
distributed RVs. The mean and variance of a standard noncen-
tral chi-square RV are given by M + μNC and 2M + 4μNC,
respectively, where M = 2BT + 1 is the degrees of freedom
of the signal in each bin. In this way, using (24) and (25), it
is possible to directly calculate μs1 , σs1 , μs2 , σs2 , and μn0

,
σn0

, which are the mean and standard deviations of Es1 , Es2 ,
and Eni

, respectively. For central chi-square RVs, the same
expressions hold with μNC = 0. These parameters are reported

in Table I. Since the M of interest is M ≥ 100, as will be shown
in the following, Es1 , Es2 , and Eni

can be approximated as
Gaussian RVs [29], where the approximation improves with
increasing NCA. Now, the expressions for Ps1 and Ps2 become

Ps1 =Pr
{
Es1 ≥ max{Es2 , En1

, . . . , EnK−2
}
}

Ps2 =Pr
{
Es2 ≥ max{Es1 , En1

, . . . , EnK−2
}
}
. (26)

Reference [30] provides an iterative solution to determine the
mean and standard deviations of the maximum of a set of
Gaussian RVs. However, the results are exact only for the case
of two RVs. For this reason, we propose to solve the problem in
two steps where we use the observation that (26) is equivalent to

Ps1 =Pr {Es1 ≥ max{Es2 , EnMAX
}}

Ps2 =Pr {Es2 ≥ max{Es1 , EnMAX
}} (27)

with EnMAX
= max{En1

, . . . EnK−2
}. Since the bins are dis-

joint and T � 1/B, En1
, . . . EnK−2

are independent and iden-
tically distributed (i.i.d.) Gaussian RVs, therefore, the pdf of
EnMAX

is [31]

fnMAX
(x) = (K − 2) (Φ ((x− μn0

)/σn0
))K−3

·φ ((x− μn0
)/σn0

) /σn0
(28)

with φ(x) = 1/
√

2π exp(−x2/2) and Φ(x) =
∫ x

−∞ φ(ξ)dξ.
The mean of EnMAX

is given by

μnMAX
=

∞∫
−∞

x(K − 2) (Φ ((x− μn0
)/σn0

))K−3

·φ ((x− μn0
)/σn0

) /σn0
dx. (29)

With the change of variable y = (x− μn0
)/σn0

, results in

μnMAX
= μn0

+ μ
(0)
nMAXσn0

. In a similar way, the standard

deviation of EnMAX
is found as σnMAX

= σ
(0)
nMAXσn0

. Here,

μ
(0)
nMAX and σ

(0)
nMAX are the mean and standard deviations of

the maximum of K − 2 i.i.d. standard Gaussian RVs. Thus,
for calculating an exact expression for the mean and variance
of EnMAX

, only a parametrization of μ
(0)
nMAX and σ

(0)
nMAX

as a function of K − 2 is needed. Table II shows μ
(0)
nMAX

and σ
(0)
nMAX for different values of K − 2, determined by

simulation. From simulations, EnMAX
can be approximated

Es1 =

NCA−1∑
j=0

Ts1
+T+jTf∫

t=Ts1
+jTf

(
w(t)⊗

L−1∑
l=0

hR,lδ(t− jTf − Ts1 − TR) + n(t)

)2

dt (21)

Es2 =

NCA−1∑
j=0

Ts2
+T+jTf∫

t=Ts2
+jTf

(
w(t)⊗

L−1∑
l=0

hR,lδ(t− jTf − Ts2 − TR) + n(t)

)2

dt (22)
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TABLE II
μ
(0)
nMAX

AND σ
(0)
nMAX

FOR DIFFERENT VALUES OF K − 2

as a Gaussian RV.5 The last step to evaluate (27) is to
determine the pdf of EMAX1 = max{Es1 , EnMAX

} and of
EMAX2 = max{Es2 , EnMAX

}. Based on [30], EMAX1 and
EMAX2 can be approximated as Gaussian RVs; considering,
for example EMAX2, the exact expressions for its mean μMAX2

and variance σ2
MAX2 are, respectively, as follows:

μMAX2 =μs2Φ(β2) + μnMAX
Φ(−β2) + γ2φ(β2) (30)

σ2
MAX2 =

(
μ2
s2

+ σ2
s2

)
Φ(β2) +

(
μ2
nMAX

+ σ2
nMAX

)
Φ(−β2)

+ (μs2 + μnMAX
)γ2φ(β2)− μ2

MAX2 (31)

where γ2 =
√

σ2
s2

+ σ2
nMAX

, and β2 = (μs2 − μnMAX
)/γ2.

Observing that, for a particular TR, Es1 and EMAX2 are
independent since the bins are disjoint and T � 1/B, we find

Ps1 = 1 − Φ

(
(μs1 − μMAX2)/

√
σ2
s1

+ σ2
MAX2

)
. (32)

In a similar way, the expression for Ps2 , which is specular,
can be derived. Using (32), the final PCA can be calculated by
averaging over TR as follows:

PCA =
1
T

T∫
TR=0

(Ps1 + Ps2)dTR. (33)

To obtain the presented results, T ≈ τcds has been assumed.
However, τcds is an environment- and location-dependent chan-
nel parameter, and in a real system, it is not a priori known.
On the other hand, its exact knowledge is not required. In fact,
every T ≥ τcds satisfies the proposed approach. A choice of
T ≤ τcds, while attractive since it allows reduction of the noise
variance in each bin, needs more attention since it could lead
to a wrong coarse acquisition. Due to the typically clustered
nature of indoor UWB multipaths and to the fact that, if T is
not large enough, the maximum energy bin could differ from
s1 or s2, even in noiseless conditions. Through simulations,
we found that a choice of T ≥ 4μTmed

is large enough for our
purpose, where μTmed

is the expected value of the channel mean
excess delay Tmed. μTmed

is a large-scale parameter that can be
a priori (approximately) known. Using the IEEE CM1 ÷ CM4
(residential and office environment), results in μTmed

between
about 9 (for CM3) and 20 ns (for CM2). A value of T that
satisfies the previously introduced requirement is T = 80 ns.
For the simulations, the frame period is chosen Tf = 800 ns
(and accordingly K = 10). In this, the condition that allows
avoidance of interframe interference τcds ≤ Tf −max{τ} =
Tf − τMAX = Tf − 2T = 640 ns is always satisfied for the

5Note that, for K − 2 → ∞, it becomes an extreme value distribution;
however, for K − 2 ≈ 10 or smaller, which is the case of interest here, a
Gaussian approximation provides accurate results.

Fig. 10. Performance of proposed coarse acquisition scheme for CM3.

considered channels. To calculate PCA, knowledge of αch =
Tmed, which holds for an exponentially decaying channel re-
sponse, is required. In Fig. 10, results are plotted and obtained
for CM3 (LOS office environment), considering a log-normal
distribution for the mean excess delay [32] and considering it
deterministic and equal to its mean μTmed

. The SNR at the
receiver is defined as SNR = 10 log10 Er/N0. The proposed
analytical derivation is in good agreement with simulations
using the IEEE models. Due to the long simulation times
required, only results for NCA = 1 and NCA = 10 are shown.
No significant difference arises between curves obtained from
the model using the complete distribution of Tmed or only its
mean value. Thus, to correctly evaluate PCA, the only channel
parameter required is μTmed

. Moreover, since its dependence is
weak, only a coarse estimate of μTmed

is needed. In Fig. 10, it
is possible to choose a proper value of NCA, given the available
SNR and the required PCA.

VI. LINK BUDGET EVALUATION

As previously observed, the proposed TOA estimation
scheme does not allow an increase of the FPNR by averaging
before TOA estimation. This limits the maximum achievable
distance. Here, the link budget provided by the presented solu-
tion is evaluated under the realistic assumption that the trans-
mitted signal satisfies the requirements imposed by the FCC. In
[22], the FCC specifies UWB emission limits in terms of EIRP
peak and average power. The peak transmitted power should be
less than 0 dBm when measured with a spectrum analyzer in
any 50 MHz of the signal bandwidth, and the average transmit-
ted power spectral density should be less than −41.3 dBm/MHz
when measured in any 1 MHz of the signal bandwidth. Both re-
quirements affect the maximum effective power PMAX

T , which
can be transmitted during a single pulse. If Tf = 800 ns,
1/Tf = 1.25 MHz is much smaller than the 50-MHz resolution
bandwidth used for the peak power measurement compliance.
Thus, from [33], the requirement on peak power gives PMAX

T ≤
0.001 · (B/(50 · 106))2 W ≈ 35.6 dBm. For the average power
requirement, a lower bound on PMAX

T can be determined by
taking the asymptotic condition in which the pulse repetition
frequency is much higher than the 1-MHz resolution bandwidth
used for average power measurement compliance. This gives
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PMAX
T ≤ 7.5 · 10−8(BTf )

2 W ≈ 26.4 dBm [33]. The received
noise power in a 3-GHz bandwidth is PN = −174 dBm/Hz +
10 log10(3 · 109) ≈ −79.2 dBm. The link margin can now be
calculated considering PMAX

T ≈ 26.4 dBm and a minimum
FPNRMIN = 10 dB, and observing that the first-peak path
loss exponent nFP is approximately 2 in LOS propagation
[27]. From the relation LFP = −10 log10((c/(4πf0d))

nFP) ≤
PMAX
T − PN − FPNRMIN, results in dMAX ≈ 300 m.
It is worth noting that while the fine TOA estimation is

based on the first peak, which propagates with path loss
exponent nFP, the coarse acquisition step is based on the
total signal, which propagates with path loss exponent nTP.
Realistic values of nTP can be found in [27] and [28]. With
similar motivations as those previously described, by im-
posing a maximum achievable distance of dMAX ≈ 300 m,
the minimum NCA required by the coarse acquisition step
can be determined. The minimum SNR required to reach
dMAX is SNRdMAX

= PMAX
T − PN − LTP, where LTP =

−10 log10((c/(4πf0d0))
2(d0/dMAX)

nTP). Considering that,
for the IEEE models, the worst case value (for LOS propa-
gation) of nTP = 1.79 for CM3, this results in a SNRdMAX

≈
15.6 dB. From this value, we can calculate the minimum NCA

needed to achieve the target PCA with the plots in Fig. 10.
For example, if 1 − PCA ≤ 10−3, NCA ≈ 40 is required. The
curves in Fig. 10 have been derived without considering fading
in the total received power. This can be accounted for by using
a fading margin of a few decibels in the link budget analysis
for the total power. In a similar way, the link margin for NLOS
propagation can be evaluated. The main difference in this case
is the reduced coverage, which is strongly dependent on the
environment. For example, when using the channel parameters
as reported in [27], the maximum achievable distance in NLOS
is reduced by a factor of about 5.

The suggested set of system parameters appears a reasonable
choice for short-to-medium range indoor positioning applica-
tions; however, the achieved maximum distance is not a strict
limit, and significantly larger distances are possible with a
different choice of the parameters of interest: N , NTH, and the
required FPNR.

VII. CONCLUSION

In this paper, a low-complexity receiver for TOA estimation
using UWB impulse signals has been proposed, and its per-
formance has been evaluated. The receiver concept, which is
based on two peak detectors combined with a first-order time-
decay RC network, requires a limited amount of processing to
estimate the TOA of the received signal. It is shown that, with a
50-MHz sampling rate, the specific receiver-related errors can
be neglected, and the final range estimation accuracy is at cen-
timeter level. Since the proposed receiver directly estimates the
TOA from the instantaneous received signal, it does not allow
to increase the effective SNR by signal averaging before TOA
estimation. A statistical framework is presented to enhance the
accuracy of the estimated TOA by processing multiple TOA
estimates from individually transmitted pulse signals. For a
given required estimation accuracy value, which is determined
by the probabilities of EFA and MD, a tradeoff can be made

between the SNR, the required number of received pulses above
a preset threshold, and the number of pulses that has to be
processed. This analysis was verified using simulations based
on actual measured UWB CIRs. The statistical framework has
been extended to evaluate impairments due to NBI based on
the first threshold crossing probability for Gaussian noise with
time-varying boundaries. Finally, a coarse acquisition scheme
based on maximum energy detection is described. This step is
required for proper operation of the proposed TOA estimation
receiver. The analytical performance of the approach is derived
and compared with simulations using IEEE models. It is shown
that the only relevant channel parameter that affects the coarse
acquisition performance is the expected value of the channel’s
mean excess delay. Based on the FCC power limitations for
UWB signals, a link budget analysis shows that reliable ranging
is feasible up to 300 m in LOS situations and up to 60 m in
NLOS cases. The proposed TOA estimation technique avoids
the main technological challenges, which make it difficult to
practically implement high-accuracy UWB positioning sys-
tems, namely the high sampling rates and the related complex
signal processing at the receiver. For this reason, it is partic-
ularly suited for indoor positioning applications, which have
strict requirements on cost and complexity.
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