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Abstract—This paper presents a comprehensive statistical anal-
ysis of timing resolution in a digital silicon photomultiplier (D-
SiPM) when multi timestamp is available. We look at the effect
of dart count rate (DCR) on timing resolution in these devices
as compared to analog silicon photomultipliers (A-SiPMs). The
analysis includes photon detection efficiency (PDE), DCR, electri-
cal jitter of the detector with a LYSO crystal. Timing resolution
is analyzed utilizing a single timestamp or multiple timestamps.
Simulation results show that D-SiPMs utilizing multiple times-
tamps (Multi-channel D-SiPM) can be more tolerant to DCR
than those utilizing a single timestamp. The timing resolution
is 13%, 20% and 40% better at 1000 detected photons, 200 ps
rise time and 40 ns decay time of a LYSO scintillator, without
DCR, with 1 MHz DCR and with 10 MHz DCR, respectively.
Based on these findings, we propose new architectures to acquire
multiple timestamps without sacrificing fill-factor. This paper also
includes the implementation and characterization of 4 × 4 Multi-
channel D-SiPMs coupled with an array of 44ps LSB TDCs for
coincidence detection of gamma rays. The pitch of the SiPMs is
800 µm and the number of pixels in one SiPM is 416. The pixel
has a 57 % fill factor with 121 ps timing resolution for a single
photon. The SiPM timing resolution for single photon detection
is 179 ps FWHM.

I. INTRODUCTION

S IPMS are an alternative to PMTs, often preferred because
of their tolerance to magnetic fields, compactness, and

low bias voltage [3]–[9]. At least two flavors exist for SiPMs:
analog and digital. An analog SiPM (A-SiPM) consists of
an array of avalanche photodiodes operating in Geiger mode,
whose avalanche currents are summed in one node as shown
in Fig. 1 (a) [3]–[8]. The resulting current is proportional to
the number of detected photons, thus providing single- and
multiple-photon detection capability. In a digital SiPM (D-
SiPM), each photo-detecting cell or pixel consists of a single-
photon avalanche diode (SPAD), specific circuit elements are
added to generate digital signals for each photon detection and
to turn off the SPAD when its activity is deemed too high.
The SPAD is known in this case as ”screamer” [9]. All of the
SPAD outputs are combined together by means of a digital OR,
see Fig. 1 (b). In most D-SiPMs, the global output is directly
routed to an on-chip time-to-digital converter (TDC) to reduce
external components and temporal noise. Though, the time
uncertainty for single-photon detection is limited by SPAD
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jitter and TDC non-linearities, as well as systematic skews
due to imperfectly balanced routing. A-SiPMs are especially
sensitive to these systematic skews, while in D-SiPMs they
can be largely removed or compensated. However in D-SiPMs,
only one optical photon or noise event determines the response
of the sensor. Alternatively, the approach pursued in [10] can
achieve balanced routing by implementing a on-pixel TDC as
shown in Fig. 1 (c). At the same time multiple photons can be
detected independently, thus providing more detailed statistical
information of the Gamma event. However, the fill factor is
low due to the use of a TDC per pixel.

A better trade-off is the architecture shown in Fig. 1 (d), de-
nominated Multi-channel D-SiPM (MD-SiPM), which shares a
number of SPADs per TDC. In this paper, the timing resolution
for conventional D-SiPMs and ideal Multi-channel D-SiPMs
is discussed based on [11], [12], then, a more realistic analysis
for MD-SiPMs including the effects of DCR is presented in
section II. The implementation and characterization of the
MD-SiPM fabricated in CMOS process is shown in section
III. Concluding remarks are presented in section IV

II. SIMULATION MODEL AND RESULTS

A. Simulation Model
For the emitted photons from a LYSO scintillator, we can

assume that photons are detected with the arrival time, θ. Time
information of each photon can be considered as statistically
independent and identically distributed (i.i.d.) following a
probability density function (pdf), which has been modeled
as a double-exponential with rise time tr and decay time td
[13] f(t|θ) = (exp(− t−θ

td
) − exp(− t−θ

tr
))/(td − tr) when

t > θ, otherwise, f(t|θ) = 0. Upon photon impingement,
the SPAD jitter and an electrical jitter are convolved with
the scintillator-based pdf, femi(t|θ). The DCR follows an
exponential probability distribution with event rate, λ, and
reset time, tr, as f(t) = λ exp(−λ(t − tr)) when t > tr,
otherwise, f(t) = 0. The pdf of DCR should also be convolved
with electrical jitter, forming DCR-based pdf, fdcr(t|tr). The
detection cycle or frame starts at the earliest before θ and
at the latest frame period, T before θ, so the DCR-based
pdf is summed up for each reset time and then normalized.
The scintillator-based pdf and DCR-based pdf are mixed with
mixing ratio α : (1−α) when α is defined by the percentage
of photons emitted from scintillator, N, out of total detectable
events, N + λT , as below.

femi+dcr(t|θ) = αfemi(t|θ)+(1−α)

∫ θ

θ−T
fdcr(t|tr) dr∫ θ

θ−T

∫ ∞
tr

fdcr(t|tr) dt dr
(1)
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Fig. 1. The concept of (a)Analog SiPM, (b)Conventional Digital SiPM, (c)Ideal multi-channel digital SiPM and (d) Proposed Multi-Digital SiPM
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Fig. 2. Method for calculating the probability distribution function for the
emission from scintillator and DCR.

Finally, the mixed pdf is used for calculating Fisher informa-
tion [14] for the rth-order statistics pdf or the joint pdf for
the first r-order statistics, then the Crámer-Rao lower bound
for the unbiased estimator, θ is calculated. This procedure is
shown in Fig. 2.

B. Simulation Results

For our simulations, we assumed normal SPAD jitter and
electrical jitter distributions with a standard deviation of 100
ps, the rise and decay times of a LYSO scintillator are 200
ps and 40 ns, respectively, while the number of detected
photons is varied from 100 to 5000, and DCR is varied
from 1 Hz to 100 MHz. Fig. 3 shows the relation between
order statistics and full-width-at-half-max (FWHM) timing
resolution. Fig. 3 (a) shows that the timing resolution improves
with multiple timestamps. Furthermore, the timing resolution
with multiple timestamps doesn’t degrade due to DCR while
the timing resolution with a single timestamp degrades with
certain amount of DCR, as shown in Fig. 3 (b). Fig. 4 (a) and
5 (a) summarize the relation between the number of detected
photons and timing resolution using a single timestamp and
multiple timestamps. The FWHM with multiple timestamps
improves 13% if compared to the FWHM with a single
timestamp at less than 100 kHz DCR, however, the FWHM is
20% and 40% better at 1 MHz and 10 MHz DCR, respectively.
The rank(s) of the optimal estimator for a single timestamp

and multiple timestamps in each number of detected photons
are also shown in Fig 4 (b) and 5 (b). Fig. 6 (a) shows
the timing resolution dependency on signal-to-noise ratio of
number of the detected photons and DCR with different frame
periods. The results show that multiple timestamps can still
maintain the some time resolution with worse SNR while
more time stamps are needed. Shorter frame periods reduce the
required order statistics to give the minimum timing resolution
as shown in Fig. 6 (b). From this work, it is clear that D-SiPMs
capable of providing multiple timestamps are useful not only
to improve timing resolution but especially to ensure tolerance
to DCR and independence from a threshold. The proposed
MD-SiPM is considered to be a promising architecture, as it
achieves a good trade-off between detection robustness and
timing resolution, thanks to a high overall fill factor.

III. IMPLEMENTATION AND MEASUREMENT

A. Chip fabrication

Figure 7 shows the chip microphotograph, which includes
an array of 4 × 4 MD-SiPMs, a row address decoder,
MASKDATA and ENERGY registers, and a row of 192 TDCs.
The MASKDATA register is used for disabling those pixels
with DCR exceeding a threshold, so as to minimize spurious
TDC activation. The ENERGY register is used for reading
out the number of pixels that detected at least a photon. An
independent SiPM readout (not shown in the picture) was
implemented for testing purposes. Each SiPM and its fill factor
are shown in the figure. A detail of the SiPM ’D15’ is shown in
the figure, along with the dimensions of the pixel that achieve
a fill factor of 57%. To maximize fill factor, the electronics
was placed at a distance of twice the pitch and implemented
in a mirrored fashion. The cross-section and a detail of the
SPADs, whereby deep well sharing was extensively used in
the cathode.

B. Noise and sensitivity characterization

Figure 8 (a) shows cumulative DCR plot for ’D15’ SiPM
showing the DCR distribution of 416 SPADs for several excess
bias voltages and temperatures. Masking pixels reduces both
DCR and fill factor, and thus PDE, defined as PDP × FF ,
where PDP is the photon detection probability and FF the
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Fig. 4. (a) FWHM timing resolution v.s. number of detected photons using
a single timestamp. (b) Rank of the optimal estimator.

fill factor. However, the reduction is not linear because some
pixels have very high DCR compared to the median DCR
value. Thus, small masking levels reduce DCR faster than
PDE, while larger masking has a larger impact on PDE and
a smaller impact on DCR. This mechanism can be seen in
Figure 8 (b).

C. Timing characterization

The TDCs were fully characterized using an electrical input,
yielding a single-shot timing uncertainty of 60 ps (FWHM).

0 1000
Number of detected photons

2000 3000 4000 5000

1,100k,1M,10M,20M

0

10

20

30

40

50

R
an

ks
 fo

r o
pt

im
al

 
es

tim
at

or

0 1000 2000 3000 4000 5000
Number of detected photon

20M
10M

1,100k,1M

0

200

400

600

800

1000

FW
H

M
 o

f C
TR

 (p
s)

(a)

(b)

Fig. 5. (a) FWHM timing resolution v.s. number of detected photons using
multiple timestamp. (b) Ranks of the optimal estimator.
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The TDCs suffer from a 6 % to 9 % LSB shift in the ±30
◦C range and ± 10 % power supply variation. The timing
resolution of each SiPM was established optically in a TCSPC
experiment using a 250 mW, 405 nm laser source (ALDS
GmBH) with 40 ps pulse width and an external oscilloscope
(LeCroy WaveMaster 6200) as shown in Figure 9 (a). A neutral
density filter is used for reducing the power from the laser
source to be single photon regime. The TCSPC experiment
was repeated using the internal TDCs operating at a nominal
LSB of 44 ps. A single-SPAD timing jitter (FWHM) of 121
ps was measured with internal TDCs and confirmed by the
oscilloscope, as illustrated in Figure 9 (b). The timing jitter
of the entire SiPM (all 416 pixels) was measured using the
internal TDCs, yielding a single-shot timing jitter as low as
179 ps (FWHM) at 3.0 V excess bias, as shown in Figure 9 (c).
This measurement is the sum in quadrature of the contributions
from the intrinsic jitter of the SPADs, TDCs, and sensor skews.
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IV. CONCLUSION

We have presented a comprehensive statistical analysis of
timing resolution of a D-SiPM including the effect of PDE,
DCR and electrical jitter with a LYSO crystal when multi
timestamp is available. Simulation results show that D-SiPMs
utilizing multiple timestamps (Multi-channel D-SiPM or MD-
SiPM) can be more tolerant to DCR than those utilizing a
single timestamp. The timing resolution is 13%, 20% and
40% better at 1000 detected photons, 200 ps rise time and
40 ns decay time of a LYSO scintillator, without DCR, with
1 MHz DCR and with 10 MHz DCR, respectively. Based
on these findings, we have proposed new architectures to
acquire multiple timestamps without sacrificing fill-factor. We
also include the implementation and characterization of 4 ×
4 MD-SiPMs coupled with an array of 44ps LSB TDCs for
coincidence detection of gamma rays. The pitch of the SiPMs
is 800 µm and the number of pixels in one SiPM is 416. The
pixel has a 57 % fill factor with 121 ps timing resolution for a
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single photon. The SiPM timing resolution for single photon
detection is 179 ps FWHM.
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