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Manycomputationalschemesin LinearAlgebracanbestudiedfrom thepointof view of Time-
Varying Linear Systemstheory. This approachnot only putsa variety of resultsin a unified
framework, but also generatesnew and unexpectedresultssuch as strong approximations
of operatorsor matricesby computationalnetworksof low complexity, and the embedding
of contractiveoperationsin orthogonalcomputations.In the presentpaperwe developthe
requiredTime-Varying SystemTheory in a systematicway, and derivea Kroneckeror Ho-
Kalmantype realizationmethod.

1. INTRODUCTION

Considerthe computationsschematicallyrepresentedin figure 1. The unfoldedor expanded
versionis shownin fig. 1(a). At eachinstantof time thecomputationtakesin someinput data
from aninput sequenceU andcomputesnewoutputdatawhich is partof theoutputsequence
Y generatedby the processor. To executethe computation,the processorwill use some
remainderof its pasthistory know as the state,which it had temporarilystoredin registers
indicatedby the symbolZ. We shall limit ourselvesto the casewherethe computationsare
indeedlinear — althoughit will becomeclearthat the theorycriesfor extensions.

Characteristicfor thecomputationsof a real life systemis that it canuseonly a finite amount
of dataat any given time in its history. This theneasily leadsto a recursivemodel,which is
obtainedby folding thecomputationandfeedingbackthestate.This computationalmodelis
graspedmathematicallyby introducinga statesequenceX with entriesXi , which arevector
quantities(thedimensionof eachvectorequalsthenumberof statevariablesandneednot be
constantin time). At time instanti, themappingfrom thecurrentinput andstateto theoutput
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Figure 1. Time-varyingstatespacerepresentations:(a) fully expandednetwork, (b) time-
varying network,(c) compactrepresentationwith diagonaloperators.

andnext stateis a linear “memoryless”mapping,T i say, suchthat [ Xi+1 Yi ] = [ Xi Ui ]T i,
or written moreexplicitly,�

Xi+1 = Xi Ai + Ui Bi

Yi = Xi Ci + Ui Di
T i =

�
Ai Ci

Bi Di � .

It is thuspossibleto associatewith the fully expandednetworkin figure1(a) a time-varying
network, depictedin fig. 1(b), in which the parametersof the mappingcan be changedat
eachtime instant. This is the conventionalway in which time-varyingnetworksare treated.
We will, instead,pursuewhat we will call a networkdescriptioncorrespondingto fig. 1(c),
in which thenetworkoperateson the full sequencesU andX, andproducestheoutputY and
next stateXZ−1, where

X = ������� X−1 X0 X1 X2 �������
XZ−1 = ������� X0 X1 X2 X3 ������� .

This definesZ as the right-shift operatorfor sequences.It is thuspossibleto write the state
spacedescriptionas�

XZ−1 = XA+ UB
Y = XC+ UD

T =

�
A C
B D �

suchthat A = diag[ ����� A−1 A0 A1 ����� ] is a diagonalthat operateson the sequenceX
asa direct (“instantaneous”)multiplicator. B, C, D aredefinedlikewise. In effect, figure1(c)
providesa compactoperatornotationfor thesamecomputationsasin figure1(a/b), anduses
only multiplicationsby diagonalsandthe shift operator.

The purposeof the computationalschemedefinedso far is usually to perform a desired
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transformationon the input sequenceU with the output sequenceY as the result. Because
of causality(we assumethat seriesare representedby rows and that operatorsact from left
to right), sucha transformationwill be representedby what we call an “upper” operatorT.
An attractive(and physical)mathematicalframeworkis obtainedif the input sequencesare
constrainedto havefinite energy, andT to be a boundedoperatoron suchsequences.Hence
we focuson boundedupperoperatorsmapping	 2-sequencesU to 	 2-sequencesY via

Y = UT.

With U = [ ����� U−1 U0 U1 U2 ����� ], and Y likewise, we will identify T with its
(doubly-infinite) matrix representation

T =


�������������
. . . . . . . . . . .

.

T−1,−1 T−1,0 T−1,1 T−1,2

T00 T01 T02
. . .

T11 T12

0 T22
. . .
. . .


�������������� .

(The squareidentifiesthe 00-th entry of the matrix.) If T is viewedas the transferoperator
of a non-stationarycausallinear systemwith input U and correspondingoutput Y then the
i-th row of T correspondsto the impulseresponseof thesystemwhenexcitedat time instant
i. For time-invariantsystems,all elementson the diagonalsof T are the same,and T is
said to have a Toeplitz structure. In the time-invariantcaseoften more is known aboutT
than just an operatorrepresentation,namelya descriptionas rational transferfunction or an
equivalentstatespacedescription.This thenallows to performapplicationsof T with a finite
numberof operations.It is the purposeof this paperto study thesekinds of representations
for time-varyingsystems.

The connectionbetweenthe I/O operatorT : Y = UT and the statespacedescriptionfollows
from the expansion

Y = U D + U BZC+ U B (ZA) ZC+ U B (ZA) (ZA) ZC+ �����
andcanbe written as

T = D + B (I − ZA)−1 ZC.

providedthe inversein the formula is meaningful.As in the time-invariantcase,onemight
wonderconverselywhetherthereexists,for a given transferoperatorT, a statespacerealiza-
tion T that realizesthe sametransfer, yet hasthis advantageto be finitely computable.This
questionis knownasthe identificationproblem,andwill be the topic of this paper. A related
problemis the modelreductionproblem,in which to a given T an approximatingstatespace
descriptionof low complexity is pursued. Sincethe numberof statevariablesneednot be
constantin time, but can increaseandshrink, it is seenthat in this respectthe time-varying
realizationtheoryis muchricher, andthat the approximationaccuracycanbe variedin time
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Figure 2. Overviewof the cascadesynthesisproblem

at will. It is alsopossibleto choosethe numberof statevariablesto bezerooutsidea region
of interestin time, andto incorporatein this way uppertriangularmatricesof finite sizeinto
the time-varyingcontext.

Context

The presentpaperis basedon the researchpublishedin [1, 2, 3, 4], in which the theory
of a generalizationof the z-transformfor uppernon-commutativeoperators,called the W-
transform,was developedand the interpolatingpropertiesof losslesstime-varying(or non-
stationary)systemsrepresentedby theseoperatorswas investigated. Most notation in the
presentpaperis adoptedfrom thesepapers,althoughit is generalizedto furnishtime-varying
statedimensions.

Startingin the 1950’s (or evenearlier),time-varyingnetworkandstatespacetheoryandex-
tensionsof importantsystemtheoreticnotionsto the time varying casehavebeendiscussed
by many authors. While most of the early work is on time-continuouslinear systemsand
differential equationswith time-varyingcoefficients (seee.g., [5] for a 1960 survey), time-
discretesystemshavegraduallycomeinto favor. Someimportantmore recentapproaches
that parallel the statespacerealizationpart of the presentpaperare the monographby Fein-
tuch/Saeks[6], in which a Hilbert resolutionspacesettingis taken,andrecentwork by Kamen
et al.[7, 8], wheretime varying systemsareput into an algebraicframeworkof polynomial
rings. However, manyresultsin particularon controllability, detectability, stabilizability etc.
havebeendiscussedby many authorswithout using thesespecializedmathematicalmeans
(seee.g.,Anderson/Moore[9] and referencestherein),by time-indexingthe statespacema-
trices � A,B,C,D � andderiving expressions(iterations)in termsof thesematrices.Thereis
usually a one-to-onecorrespondencebetweentheseexpressionsand their equivalentin our
notation.

A Tour of the Results

The resultsobtainedso far aredepictedin Fig. 2 andsummarizedbelow. The presentpaper
dealswith item 1. Item 2 hasbeenpublishedin [10], while item 3 will be the subjectof a
separatetreatmentstill to be published.
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1. Identification. Properdefinitionsof shift-invariantinput andoutputstatespacesof the
systemT arepossible.By selectinga (strong)basisin eitherof thesespaces,minimal� A,B,C,D � -realizationscan be computed. In addition, thesespacesdefinea Hankel
operatorthat mapsthe input statespaceto the output statespace. We shall prove a
Kronecker[11] or Ho-Kalman[12] type theoremwhich showsthat the systemorder
is equal to the rank of the Hankel operator. Moreover, a diagonalexpansionof the
Hankeloperatorrevealsits relationto thegivendatain T, which will in turn leadto an
identificationschemethathasa closeresemblanceto subspaceidentificationtechniques
for time-invariantsystems,andthatcanalsobeusedto find solutionsto modelreduction
problemsat a later stage.

2. Embedding. If T correspondsto a systemthat is inner(respect.J-inner),thenselecting
a (J)-orthogonalbasisin eitherthe input or outputstatespacewill yield an orthogonal
(or lossless)realization.If, on the otherhand,the given T is not inner but contractive,
we showthat a realizationof T canbe extended(by addingan extra input andoutput,
andsupplementingstateswhereneeded)to yield anorthogonalrealizationthat“embeds”
thegivensystemin the sensethatT will be the transferoperatorfrom oneinput to one
output if the otherinputsareput to zero.

3. Factorization. Finally, it is possibleto factoranorthogonalmultiport realizationmatrix
into a minimal numberof elementary(2 × 2) orthogonaloperations.Correspondingto
this factorizationis a networkstructurethatconsistsof a cascadeof elementarylossless
sections,as in figure 3. In this figure, the embeddedtransferoperatorT is the transfer
from input U1 to outputY2, whenthe extrainput U2 is zero.

2. NOTATION, SETTING AND MATHEMA TICAL PRELIMINARIES

Spaces

We considera generalizationof 	 2 sequences

X = � ����� X−1 X0 X1 ����� � ,

in which eachof the entriesXi is an elementof a (row) vector space |CNi , with varying
dimensionsNi ∈ |N , and such that the total energy � X � 2

2 = � ∞
−∞ � Xi � 2

2 is bounded. In
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the aboveexpression,the squareidentifiesthe positionof the 0-th entry. We denotethe set
( ZZ → |N ) of index sequencesby � , andwith N ∈ � say that the aboveX is an elementof	 2( |CN), or |CN

2 for brevity. We adoptthe shorthand“ •n” for the index sequenceN with all Ni

equalto n. Hence,e.g., |C•1
2 is the setof the usual 	 2 sequences.

Let N,P ∈ � . Following [1], we denoteby � ( |CN, |CP) the class of boundedoperators
( |CN

2 → |CP
2). E.g., a systemtransferoperatorwith n1 input ports and n0 output ports is

an operatorin � (� •1, � •1), with � = |Cn1 and � = |Cn0. An operatorA ∈ � ( |CN, |CP)
may be representedby a doubly infinite matrix with entriesAij : |CNi → |CNj , and may as
well be representedby the shorthandAN×P. For example,with N = [ ����� 1 3 2 ����� ] and
P = [ ����� 2 1 3 ����� ], X ∈ |CN

2 will havethe form

X = � ������� ����� ��� ����� � .

andA ∈ � ( |CN, |CP)

A =


�������������
. . .

...
...��������� � ����� �������� � �������� � �������� � �������� � �������������� � ����� �����

...
...

. . .


�������������� .

wherein this caseeachbox representsa complexnumber. We think of A as actingon row
inputsandproducingrow outputs.The i-th row of A will be in 	 2( |CNi , |CP) = ( |CP

2)Ni andwill
beboundedby � A � . Theconverseis certainlynot true,ascanbeseenwhenA is Toeplitzand
uppertriangular, for in that caseA will correspondto a classical	 2 system,andboundedness
in 	 2 of the impulseresponseis known not to be a sufficient condition for boundednessof
the systemtransferoperator.

Shifts and Constructors

For every index sequenceN ∈ � , N = � ����� N−1 N0 N1 ����� � we indicate the k-th
shift by

N(k) = � ����� N−k−1 N−k N−k+1 ����� � .

We will usethe shorthandX+ for X(1), and likewise X− = X(−1).

We definethe shift operatorZ : |CN → |CN+
as

(XZ)i = Xi−1 .

Theshift operatoris of coursebounded.It is evenunitary, meaningthatZN×N+(Z∗)N+×N = IN×N,
and(Z∗)N+×NZN×N+ = IN+×N+. We denoteby Z[k] the k-timesrepeatedapplicationof Z:

Z[k] = ZN×N+ZN+×N(2) ����� ZN(k−1)×N(k) .
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(Notethat formally Zk is not well definedbecausedimensionsdo not match.Nonetheless,we
will in the next sectionsusually suppressdimensioninformation in formulasand just write
Zk whenwe meanZ[k].) The entriesZij of Z satisfy

Zij = INi×Ni j = i + 1,
= 0 otherwise,

andhenceZ canbe picturedasthe infinite sizematrix

Z =


������������
. . .

...
...����� 0 IN−1×N−1 0 �����

0 IN0×N0

0 IN1×N1����� 0 0 �����
...

...
. . .


������������� .

Following [1], we definethe operators

π : u ∈ |CN0 → f ∈ |CN :
f0 = u
fi = 0 , i /=0

with adjoint

π∗ : f ∈ |CN → u ∈ |CN0 : u = f0 .

For the entry (i, j) of the matrix representationof an operatorA we may write

Aij = π∗Z[i] ⋅ A ⋅ Z∗[j]π ,

anddefinean operatorπ∗
i = π∗Z[i] to selectthe i-th row of its operantaccordingly. Next, we

definethe k-th diagonalshift on A ∈ � ( |CN, |CP) by

A(k) = Z∗[k]AZ[k] ,

which will be in � ( |CN(k)
, |CP(k)

). We adopt,aswith index sets,the shorthandA+ for A(+1), A−

for A(−1). Hence( A+ )ij = Ai−1,j−1.

Spacesfor Upper, Lower and Diagonal Operators

As in [1] we definesubsetof upper, lower anddiagonaloperatorsin � as�
= � A ∈ � : Aij = 0, i > j ��
= � A ∈ � : Aij = 0, i < j ��
=

�
∩

�
.

For A ∈
�

, “Ai” will serveasshorthandfor the entry Aii , andwe shall write

A = diag ������� A−1 A0 A1 ������� = diag( Ai ) .

Let A ∈ � . We definethe j-th diagonalA[j] ∈
�

of A by 
A[j] ! i = Ai−j,i .
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HenceA[0] is themaindiagonalof theoperatorA, andfor positivej, A[j] is the j-th subdiagonal
aboveA[0] . With this notation,A canformally be written in termsof its diagonalsas

A =
∞

j=−∞
Z[j]A[j] ,

althoughthis expressionneednot converge at all. A classof operatorsthat do allow this
representationarethe Hilbert-Schmidt operators[1]:� 2 = � A ∈ � : � A � 2

HS =
i,j

� Aij � 2
2 < ∞ �

alongwith inner product " A, B # = trace(AB∗), andnorm � A � 2
HS = " A,A # = trace(AA∗).

A subset$ in � 2 is a left D-invariantsubspacein � 2 if

A ∈ $ , B ∈ $ ⇒ D1A + D2B ∈ $ all D1,2 ∈
�

.

WecandefineorthogonalprojectorsP% ontothesesubspaces,accordingto thenaturalHilbert-
Schmidtmetric. Standardsubspacesare�

2 =
�

∩ � 2�
2 =

�
∩ � 2�

2 =
�

2 ∩
�

2

andstandardprojectorsthat go with thesespacesareP0 = P& 2 andP = P' 2:

P0 : � 2 →
�

2 : P0(A) = A[0] ,
P : � 2 →

�
2 : P(A) = � ∞

j=0 Z[j]A[j] .

It is a fundamentalfact (andprovenin [1]) that� 2 =
�

2Z−1 ⊕
�

2 ⊕
�

2Z,

where“⊕” indicatesorthogonalcompositionof spaces.

Diagonal Inner Product

For A, B ∈ � 2, definethe “diagonal” or “brace” inner product � A,B � as� A,B � = P0( AB∗ )

It follows that, with A, B ∈ � 2, � A,B � ∈
�

2, andthat " A,B # = trace� A,B � . In particular, we
havethat

A = 0 ⇔ " A,A # = 0 ⇔ � A,A � = 0

D1 " A,B # D2 = 0 (all D1,2 ∈
�

) ⇔ � A,B � = 0

sothatorthogonalityof left D-invariantsubspacesis thesamein eachof theseinnerproducts.
The observationthat the diagonalinner productdoesnot rendera singlenumberbut rathera
full diagonalof rowwiseinnerproductswill beusefulin thedeterminationof projectionsonto
subspaces.The aboveexpressionsshow that two left D-invariant subspacesare orthogonal
if f they areorthogonalrowwise.
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Basis Representationsof Subspaces

Let $ bea left D-invariantsubspacein � 2. Becauseof the left D-invariance,$ falls naturally
apartinto “slices” $ i = π∗

i $ . Eachsuch $ i is an ordinarysubspacein 	 2. If eachof these
subspacesis finite dimensional,saydim( $ i) = Ni, thenwe shall say that $ is of local finite
dimension.Each $ i hasa finite orthonormalbasis � (qi)1 , ����� , (qi)Ni � , with (qi)k ∈ 	 2, and
henceis generatedby a sequenceQi ∈ 	 2( |CNi ) whoserows are the (qi)k (k = 1 ����� Ni), such
that $ i = � Di Qi : Di ∈ |C1×Ni � ,

andQiQ
∗
i = INi×Ni . Stackthe Qi to arrive at an operatorQ whosei-th row π∗

i Q is Qi. This
Q is not necessarilya bounded( � 2 → � 2) operator, but with domainrestrictedto

�
2 it is a

boundedoperatorin (
�

2 → � 2) — in fact, an isometry— with range$ : $ =
�

2( |C•1, |CN) ⋅Q.
In addition,Q is orthonormalin the sensethat ΛQ := P0(QQ∗) = IN×N.

(Remark.SinceQ neednot be a bounded� 2 operator, but is known to be a bounded(
�

2 →� 2)-operator, the valueof an expressionlike P0(QQ∗) shouldbe interpretedasP0(DQQ∗) =
DP0(QQ∗), for all D ∈

�
2. Technicallyspeaking,the “P0” in P0(QQ∗) could be droppedas

Q∗ : � 2 →
�

2 already, but then the notationwould lead to confusionand not be compatile
with thepreviouscases,especiallysincethedomainof Q canbe extended.In this respect,if
X ∈ � 2 thentheproductXQ∗ is interpretedasXQ∗ = � Z[k] P0(Z−kXQ∗), which is compatible
with the usualdefinition whenQ ∈ � .)

The aboveconstructionis summarizedin the following proposition:

Proposition 1. If a left D-invariant subspace$ in � 2 hasfinite local dimensionN ∈ � , then
there existsan operator Q, boundedin (

�
2( |C•1, |CN) → � 2), with ΛQ = P0(QQ∗) = I, such

that $ =
�

2( |C•1, |CN) ⋅ Q .

Q is said to be an orthonormalbasisrepresentationof $ .

More generally, let F be a bounded(
�

2 → � 2)-operatorsuchthat$ =
�

2( |C•1, |CN) ⋅ FN×•1 ,

andΛF = P0( FF∗) ∈
�

( |CN, |CN) is uniformly positive(meaningthatΛF is boundedlyinvertible
as well; we write ΛF ( 0). Then also F generates$ and is said to be a strong basis
representationof $ . A Gram-Schmidtorthogonalizationon eachof the rows F i will yield
F = RQ, where Q is an orthonormalbasisrepresentationof $ , and R ∈

�
( |CN, |CN) is a

boundedlyinvertiblepositive factorof ΛF, sinceΛF = P0( FF∗) = P0( RQ Q∗R∗) = RR∗ ( 0.

Projection onto Subspaces

Lemma 2. If $ is a subspacein � 2, generatedby an orthonormalbasisrepresentationQ,
then(for X ∈ � 2),

X ⊥ $ ⇔ P0( XQ∗) = 0 .
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PRO
)

O
)

F Any Y in $ canbe written asY = DQ, for someD ∈
�

2. ThenX ⊥ Y ⇔ � X,Y� =
P0( XY∗) = 0, and P0( XY∗) = P0( XQ∗D∗) = P0( XQ∗) D∗. Sincethis is 0 for all D in

�
2, it

follows that P0( XQ∗) = 0.

Lemma 3. Let $ be a left D-invariant subspacein � 2, generatedby an orthonormalbasis
representationQ. Theprojectionof any X ∈ � 2 onto $ is givenby

P% (X) = D Q ,

with D = P0( XQ∗ ).

PRO
)

O
)

F An operatorP is a projectoronto a subspace$ if it is idempotent:PP = P, and if
its rangeis $ . This last requirementis truebecauseP% (X) = D Q, with D = P0( XQ∗ ) ∈

�
2,

andall elementsin
�

2 canbe reachedthis way.

P% is idempotent:if X ∈ $ , thenP% (X) = X. Indeed,by proposition1, X = D1Q for some
D1 ∈ � 2, since Q is a basis. In fact D1 is equal to P0( XQ∗): P0( XQ∗) = P0( D1QQ∗) =
D1P0( QQ∗) = D1, henceP% (X) = DQ = D1Q = X.

Finally, the projectoris orthogonal:if X ∈ � 2, thenX − P% (X) ∈ $ ⊥ because

P0
 
(X − P0( XQ∗)Q ) Q∗ ! = P0( XQ∗) − P0

 
P0( XQ∗) ⋅ Q Q∗ !

= P0( XQ∗) − P0( XQ∗) P0( QQ∗)
= P0( XQ∗) − P0( XQ∗) = 0 . *+

If F is a strongbasisrepresentationgenerating$ , then

P% ( X ) = P0( XF∗) Λ−1
F F

is alsoa projectiononto $ . This can be derivedfrom the orthogonalprojectionby putting
F = RQ, whereΛF = RR∗ mustbe boundedlyinvertible.

3. NERODE STATE SPACE DEFINITIONS

Let be given a boundedlinear causaltime-varyingsystemwith n1 input portsandn0 output
ports,andwith transferoperatorT in

�
(� •1, � •1), where� = |Cn1 and � = |Cn0. Wewill derive

a statespacedescriptionfor T, i.e., somerepresentationof T suchthat whenu ∈ 	 2( |C1, � •1)
is an input sequenceandy = uT is its correspondingoutput,we canrecoveranyentryyk of y
from knowledgeof uk anda compact(state)representationof � ui : i ≤ k− 1 � , the“past” of u
with respectto instantk. It is of coursenot enoughto consideronly onepair u,y andhopeto
recovera statespacedescriptionfrom it, or to consideronly onetime instantk. Oneapproach
is to let u rangeoverall 	 2, andto consider, for eachtime instant,the relationbetweeninputs
applieduntil instant k − 1 (i.e., the projectionof 	 2 onto this subspace)and corresponding
outputsfrom instantk on (the projectionof y onto “the future”). This is akin to a Hilbert
resolutionspaceapproachandis describedin detail in a monographon time-varyingsystem
theoryby FeintuchandSaeks[6]. Theapproachwe takehereis (necessarily)stronglyrelated
to this resolutionmethod,yet hasa few additionalmerits.
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We considerinputs and correspondingoutputsas elementsof � 2, i.e., an infinite collection
of 	 2 input sequencessuchthat the energy (Hilbert-Schmidtnorm) of the total collection is
bounded. Since the operatorsin � 2 admit a decompositioninto diagonals,and projections
onto

�
2Z−1 and

�
2 or even

�
2Z arewell defined,we avoidmuchof the problemsof causality

andstrict causalityto which a major part of [6] is devoted. A secondadvantageis that, in
order to arrive at a statespacedescription,it is enoughto considerthe effect of inputs in�

2Z−1 (the“past”) onto theprojectiononto
�

2 (thefuturepart)of their correspondingoutputs,
i.e., to studyoperatorsP(UT) : U ∈

�
2Z−1. In this way, the notion of time is avoidedalmost

completely, and as a consequencethe useof indicesrepresentingtime is often not needed.
The resultingtheoryis elegantandin a naturalway almostlooks like a time invarianttheory
with non-commutativeoperators.

Let begivenaboundedlinearcausaltime-varyingsystemwith transferoperatorT in
�

(� •1, � •1),
for � , � somefinite-dimensionalHilbert spaces.Define the HankeloperatorHT associated
to T to be

HT :
�

2Z−1 →
�

2 : U HT = P(UT)

We considerthe effect of inputs in
�

2Z−1 onto outputsin
�

2, i.e., we study the rangeand
kernelof the operatorsHT andH∗

T.

We say that an input U1 is Nerode equivalent to U2, U1
N, U2, for U1,2 ∈

�
2Z−1, if

P ( (U1 − U2)T ) = 0. Accordingly, U
N, 0 if U ∈

�
2Z−1 and P( UT ) = 0, i.e., if U is in

the kernelof HT. Define = � U : U
N, 0 � = � U ∈

�
2Z−1 : P( UT ) = 0 � . is called the

input null space.It is a left D-invariantsubspacein
�

2Z−1. Denotethe complementof in�
2Z−1 by $ (calledthe input statespace):�

2Z−1 = $ ⊕ .

Definethe naturaloutputspace$ 0 in
�

2 to be the rangeof the operatorHT:$ 0 = � P(UT) : U ∈
�

2Z−1 � .$ 0 is the left D-invariantsubspacecontainingtheprojectionin
�

2 of all outputsof thesystem
that canbe generatedfrom inputs in

�
2Z−1. Denotethe complementof $ 0 in

�
2 by 0:�

2 = $ 0 ⊕ 0

Fromthesedefinitions,the relations

P(
�

2Z−1 T) = P( $ T) + P( T)
= P( $ T)
= $ 0 ,

follow immediately, andwith slightly morework,

P-
2Z−1(

�
2 T∗) = P-

2Z−1( $ 0T∗) + P-
2Z−1( 0 T∗)

= P-
2Z−1( $ 0 T∗)

= $ .

The following shift invariancepropertiesare fundamentalfrom the definitionsof the above

11



subspaces.

Theorem 4. The spaces$ , , $ 0, 0 are left D-invariant subspacessatisfyingthe shift-
invarianceproperties:�

Z−1 ⊂
R .�$ ⊂ $ �

Z 0 ⊂ 0

R $ 0 ⊂ $ 0

in which the restrictedshift operator R . is definedby R . U = P-
2Z−1(ZU) = ZU − P0(ZU) (for

U ∈
�

2Z−1), and R on
�

2 definedby RY = P(Z−1Y),

PRO
)

O
)

F

1. Z−1 ⊂ . If U ∈ , so that P( UT ) = 0, thenUT ∈
�

2Z−1, from which it follows
that Z−1UT ∈

�
2Z−1 also,andP(Z−1UT) = 0.

2. R . $ ⊂ $ . This is a consequenceof the shift invarianceof in the following way.
If U ∈ $ , then P-

2Z−1(ZU) ∈
�

2Z−1 by definition, and P-
2Z−1(ZU) ⊥ becausefor

all X ∈ , � P-
2Z−1(ZU), X � = � ZU, X � − � P0(ZU), X � = � U, Z−1X � (−1). Since is

shift-invariant,Z−1X ∈ , and � R . U, X � = 0.

3. R $ 0 ⊂ $ 0:

P( Z−1 $ 0 ) = � P / Z−1P( UT ) 0 : U ∈
�

2Z−1 �
= � P( Z−1 UT ) : U ∈

�
2Z−1 �

⊂ $ 0 ,

becauseZ−1U ∈
�

2Z−1.

4. Z 0 ⊂ 0. SinceZ 0 ⊂ Z
�

2 ⊂
�

2, we only haveto prove that Z 0 ⊥ $ 0. For
any Y ∈ 0, X ∈ $ 0,� ZY, X � = P0( ZY⋅ X∗ )

= P0 / (Y ⋅ X∗)(−1)Z 0 = P0( Y ⋅ X∗Z )(−1)

= � Y, Z−1X � (−1) = � Y, Z−1(X − X[0]) � (−1) .

Useis madeof the fact that ZDZ−1 = D(−1). $ 0 is left Z−1-invariant: Z−1(X − X[0] ) ∈ $ 0.
Hence,sinceY ⊥ $ 0, � ZY, X � = 0.

*+
4. CANONICAL STATE SPACE REALIZA TIONS

Let T be a givenboundedlinearcausaltime-varyingsystemtransferoperatorin
�

(� •1, � •1),
andassumethat its shift-invariantinput/outputstateandnull spaces,$ , $ 0, and 0, are
known. $ is suchthat P(

�
2Z−1T) = P( $ T), hencethe effect of any input in the past(

�
2Z−1)

onto the future output in
�

2 is equivalentlydescribedby a (unique)representativeelement
X of $ , called the state. The point is that $ is assumedto be a muchsmallerdimensional
spacethan

�
2Z−1, so that thestateindeed“summarizes”thepastinput. A refinementof these

12



observationsleadsto theconstructionof a operatorstatespacemodel,in a way that is already
familiar from a numberof othercontextsaswell. By choosinga basisin eitherthe input state
spaceor theoutputstatespace,thedesiredresult,a minimal statespacerealizationinvolving
only diagonaloperators,is obtained.

4.1. “Canonical Controller” State SpaceRealization

For a given input U in � 2 andinstantk, definethe pastinput U−(k) (with respectto instantk)
to be U−(k) = P-

2Z−1( Z−kU ). Define the stateXk ∈ $ at instantk to be the projectionof the
pastinput onto $ : Xk = P% (U−(k)) = P% ( Z−kU ) ∈

�
2Z−1.

Theorem 5. Given a boundedsystemtransfer operator T ∈
�

(� •1, � •1) with input state
space $ , then with the abovedefinition of Xk ∈ $ , we have the “operator state space”
realization

Y = UT ⇐⇒
�

Xk+1 = XkA + U[k]B
Y[k] = XkC + U[k]D

where A,B,C, D are boundedoperatorssatisfying�
A C
B D � =

�
P% (Z−1⋅) P0(⋅T)
P% (Z−1⋅) P0(⋅T) � .

PRO
)

O
)

F Recall that sinceU−(k) ∈
�

2Z−1 = $ ⊕ , andP0( T) = 0 by definition of , we
haveP0( U−(k)T ) = P0

 
P% (U−(k)) T + P1 (U−(k)) T ! = P0( XkT ).

1. Y = UT ⇔ Y[k] = P0( Z−kY )
= P0( Z−kUT )
= P0( U−(k)T ) + P0( U[k]T )
= P0( XkT ) + U[k]P0T.

2. Xk+1 = P% ( U−(k+1) )
= P% ( Z−k−1U )
= P% ( Z−1U−(k) + Z−1U[k] )
= P% / Z−1P% (U−(k)) + Z−1P1 (U−(k)) 0 + P% ( Z−1U[k] )

= P% ( Z−1Xk ) + P% ( Z−1U[k] ) ,

wherein making the last stepthe fact is usedthat is shift-invariant(Z−1 ⊂ )
andthat $ ⊥ .

*+
It is clearthat � A � ≤ 1, andthatif thereexistsanX̂ ∈ $ suchthatZ−1X̂ ∈ $ , then � A � = 1.
Let r(A) denotethe spectralradiusof A :

r(A) = lim
n→∞

� An � 1/n .

Since � A � ≤ 1 we havethat r(A) ≤ 1 also.

Theabovestatespacedescriptionin termsof operatorsis not yet very useful. By choosingan
orthogonalbasisQ in $ , it is possibleto “precompute”the effect of the operatorsA , B and
T on Q, andarrive at a statespacedescriptionwith diagonaloperatorsA,B,C,D only. This

13



is demonstratedin the following theorem. Somecaremust be taken if Q is an unbounded
operatoron � 2. It canbeshownthatthis happensonly if r(A) = 1, andthatr(A) = 1 coincides
with 	 A = 1, where 	 A = r(ZA) is the spectralradiusof the operatorZA. Nonetheless,Q is
boundedasa (

�
2 → � 2) operator, andthis propertyis sufficient to provethe theorem.

Theorem 6. Givena boundedsystemtransferoperatorT ∈
�

(� •1, � •1), andassumethat the
input statespace$ of T is locally finite dimensional.Let N = dim( $ ), and let Q represent
an orthonormalN-dimensionalbasisof $ , suchthat ΛQ = P0(QQ∗) = I.

1. T admitsa statespacerealization

Y = UT ⇐⇒
�

XZ−1 = XA+ UB
Y = XC+ UD

, (1)

where

A = P0(QQ∗Z−1) ∈
�

( |CN, |CN−
)

B = P0( Q∗Z−1) ∈
�

(� •1, |CN−
)

C = P0(QT) ∈
�

( |CN, � •1)
D = P0(T) ∈

�
(� •1, � •1) .

2. Therealizationsatisfiesthe following relations:� A � ≤ 1 ,

Q∗ = Q∗AZ+ BZ
T = Q∗C + D

(2)

A∗A + B∗B = I (3)

3. If 	 A = r(ZA) < 1, then

Q = � B(I − ZA)−1Z� ∗

T = D + B(I − ZA)−1ZC
(4)

so that Q is a boundedoperator in
�

Z−1, and X ∈ � 2( |C•1, |CN).

PRO
)

O
)

F

1. ExpandingX into its diagonals,X = � ∞
−∞ ZkX[k] , we will derivethe equivalentrelation

Y = UT ⇐⇒
�

X(−1)
[k+1] = X[k]A + U[k]B
Y[k] = X[k]C + U[k]D

.

For a givenXk in $ , it is possibleto write Xk in termsof thebasisQ of $ : Xk = X[k]Q,
for someX[k] ∈

�
2( |C•1, |CN). Starting,for a certaink and Xk, with the realizationin

theorem5, write the new stateXk+1 asXk+1 = X[k+1]Q. Then

Xk+1 = X[k+1]Q = P% (Z−1Xk) + P% (Z−1U[k])
= P0( Z−1XkQ∗ )Q + P0( Z−1U[k] Q∗ )Q
= P0( Z−1X[k]QQ∗ )Q + P0( Z−1U[k] Q∗ )Q
= X+

[k]P0( Z−1QQ∗ )Q + U+
[k]P0( Z−1Q∗ )Q

X[k+1] = X+
[k] P0( Z−1QQ∗ ) + U+

[k] P0( Z−1Q∗ ) .

14



Putting A+ = P0( Z−1QQ∗ ) and B+ = P0( Z−1Q∗ ), i.e., A = P0( QQ∗Z−1 ) and B =
P0(Q∗Z−1 ), gives the first part of the result. In the sameway, C = P0(QT) is derived
via

P0( XkT ) = P0( X[k] QT )
= X[k] P0(QT ) .

2. From the above formula we have that � A � = supi � Ai � = supi � QiQ
∗
i+1 � ≤ 1 since

QiQ
∗
i = I for all i. Continuing,since

X[k] = P0( XkQ∗ )
= P0( U−(k)Q∗ )
= P0( Z−kUQ∗ )

andX = � ZkX[k], it follows that X = UQ∗. Combiningthis with the stateequations(1)
yields �

UQ∗Z−1 = UQ∗A + UB
UT = UQ∗C + UD

,

(for all U ∈ � 2), or�
Q∗Z−1 = Q∗A + B

T = Q∗C + D
.

This proves(2). Equation(3) follows by usingtheexpressionon Q∗ in thecomputation
of ΛQ = I:

ΛQ = P0(QQ∗)
= P0([Z∗A∗Q + Z∗B∗][Q∗AZ+ BZ])
= Z∗A∗P0(QQ∗)AZ+ Z∗B∗BZ
= Z∗A∗AZ+ Z∗B∗BZ = I

⇒ A∗A + B∗B = I

3. Assuming 	 A < 1 so that (I − ZA)−1 is bounded,equation(2) can be rewritten via
Q∗ = BZ(I − AZ)−1 into equation(4). This showsthat Q is a boundedoperator, hence
X = UQ∗ is boundedin the Hilbert-Schmidtnorm.

* +
Definition 7. (Bounded State Equivalence) A realization � A1,B1,C1,D1 � is said to be
boundedlystate-equivalentto a given realization � A,B,C,D � , if there existsa boundedly
invertible statetransformationoperatorR ∈

�
( |CN, |CN), suchthat�

A1 C1

B1 D1 � =

�
R

I � �
A C
B D � �

R−(−1)

I �
15



To seethe rationalebehindthis definition,startwith the given realization�
XZ−1 = XA+ UB
Y = XC+ UD

and map X to an equivalentstatevector X1 via X = X1R, with R a boundedlyinvertible
diagonaloperator. Then�

X1RZ−1 = X1RA + U B
Y = X1RC + U D

⇔
�

X1Z−1 = X1 RAR−(−1) + U BR−(−1)

Y = X1 RC + U D

⇔
�

X1Z−1 = X1A1 + UB1

Y = X1C1 + UD1

Theorem 8. Given a boundedsystemtransfer operator T ∈
�

, and assumethat the input
statespace$ of T is finite dimensional.Let N = dim( $ ), and let F be the representationof
a strongN-dimensionalboundedbasisof $ , suchthat ΛF = P0(FF∗) ( 0 and ΛF < ∞. Then
T admitsa statespacerealization

A1 = P0( FF∗Z−1 ) ⋅ Λ−(−1)
F

B1 = P0( F∗Z−1 ) ⋅ Λ−(−1)
F

C1 = P0( FT )
D1 = P0( T)

and 	 A1 ≤ 1 and independentof the choiceof the strong basisin $ . If 	 A1 < 1, then

F∗Λ−1
F = �B1(I − ZA1)−1Z�

T = D1 + B1(I − ZA1)−1ZC1 ,
(5)

so that F is a boundedoperator in
�

Z−1, and X ∈ � 2( |C•1, |CN).

PRO
)

O
)

F Therealizationfollows from theorem5 in thesameway astherealizationin theorem
6 has beenderived, but now with the projector onto $ written in terms of F: P% (⋅) =
P0( ⋅ F∗) Λ−1

F F. (Restof proof omitted.) WhenF is written in termsof an orthonormalbasis
Q of $ ,

F = RQ
ΛF = P0( FF∗ ) = RR∗

(where R ∈
�

( |CN, |CN) is a boundedlyinvertible positive factor of ΛF), then the above
realizationon F can also be derivedvia a statetransformationX → X1R of the realization� A,B,C,D � on Q in theorem6, e.g.,

A1 = RAR−(−1) = RP0( QQ∗Z−1 ) R−(−1)

= P0( RQQ∗R∗Z−1 ) R−∗(−1)R−(−1)

= P0( FF∗Z−1 ) Λ−(−1)
F .

The other relationsmentionedin the theoremfollow from the applicationof this statetrans-
formationto thecorrespondingrelationsin theorem6. Finally, thefact that 	 A1 is independent
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of the choiceof F (or of R), as long as it is a strongbasis,is derivedfrom� [ZA1]n � 1/n = � [ZR−∗ AR∗(−1)]n � 1/n

= � [R−∗(−1) (ZA) R∗(−1)]n � 1/n

= � R−∗(−1) [ZA]n R∗(−1) � 1/n .

For n → ∞ andR,R−1 both uniformly bounded,it follows that 	 A1 = 	 A.

*+
4.2. “Canonical Observer” State SpaceRealization

To obtaina realizationin theobserverform, definethestateXk to be in theoutputstatespace$ 0: againwith U−(k) = P-
2Z−1(Z−kU),

Xk = P(U−(k)T) ∈ $ 0 .

Theorem 9. Given a boundedsystemtransfer operator T ∈
�

with output statespace $ 0,
thenwith the abovedefinitionof Xk, we havethe “operator statespace” realization

Y = UT ⇐⇒
�

Xk+1 = XkA + U[k]B
Y[k] = XkC + U[k]D

with �
A C
B D � =

�
P(Z−1⋅) P0(⋅)

P(Z−1 ⋅ T) P0(⋅T) �
PRO

)
O
)

F

1. Xk+1 = P( U−(k+1) ⋅ T )
= P( P-

2Z−1(Z−k−1U) ⋅ T )
= P( [Z−1P-

2Z−1(Z−kU) + Z−1U[k] ] ⋅ T )
= P( Z−1U−(k)T + Z−1U[k]T )
= P( Z−1U−(k)T ) + P( Z−1U[k]T )
= P / Z−1P(U−(k)T) 0 + P( Z−1U[k]T )

= P( Z−1Xk ) + P( Z−1U[k]T ) .

2. Y[k] = P0( Z−kUT )
= P0( U−(k)T ) + P0( U[k]T )
= P0(Xk) + U[k]P0(T) .

Theorem 10. Let be givena boundedsystemtransferoperatorT ∈
�

, and assumethat the
outputstatespace$ 0 of T is knownand of finite local dimension.Let N = dim( $ 0), and let
G representan orthogonalN-dimensionalbasisof $ 0, suchthat P0(GG∗) = I.

1. A statespacerealizationof T is

Y = UT ⇐⇒
�

XZ−1 = XA+ UB
Y = XC+ UD

, (6)

where

A = P0( GG∗Z−1 ) ∈
�

( |CN, |CN−
)

B = P0( TG∗Z−1 ) ∈
�

(� •1, |CN−
)

C = P0(G) ∈
�

( |CN, � •1)
D = P0(T) ∈

�
(� •1, � •1) .
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2. Therealizationsatisfiesthe following relations:� A � ≤ 1 ,

G = C + AZG
T = BZG + D

(7)

AA∗ + CC∗ = I . (8)

3. If 	 A = r(ZA) < 1, then

G = (I − AZ)−1C
T = D + B(I − ZA)−1ZC,

(9)

so that G is a boundedoperator in � , and X ∈ � 2( |C•1, |CN).

PRO
)

O
)

F

1. ExpandingX into its diagonals,X = � ∞
−∞ ZkX[k] , we will derivethe equivalentrelation

Y = UT ⇐⇒
�

X(−1)
[k+1] = X[k]A + U[k]B
Y[k] = X[k]C + U[k]D

. (10)

The proof follows closelythat of theorem6. For a givenX k in $ 0, put Xk = X[k]G, for
someX[k] ∈

�
2( |C•1, |CN). Then

Xk+1 = X[k+1]G = P(Z−1Xk) + P(Z−1U[k]T)
= P% 0(Z

−1Xk) + P% 0(Z
−1U[k]T)

= P% 0( Z−1X[k]G ) + P% 0(Z
−1U[k]T)

= P0( Z−1X[k]GG∗ )G + P0(Z−1U[k]TG∗ )G
= X+

[k] P0( Z−1GG∗ )G + U+
[k]P0(Z−1TG∗ )G .

HenceA = P0( GG∗Z−1 ) andB = P0( TG∗Z−1 ). In the sameway,

P0( Xk ) = P0( X[k]G )
= X[k] P0(G) ,

henceC = P0(G).

2. � A � ≤ 1 follows as in theorem6. To show that G = C + AZG, put Y+(k) = P(U−(k)T).
Then on the one hand,Y+(k) = Xk = X[k]G, on the other hand,it can be shown(using
(10)) thatY+(k) = X[k]C+X[k]AZG. HenceG = C+AZG. T = BZG+D thenfollows from
substitutingthis relation(in the form C = (I − AZ)G) into equation(6):�

XZ−1 = XA+ UB
Y = XC+ UD

18



⇔ �
X(I − AZ) = UBZ
Y = X(I − AZ)G + UD

⇒ Y = U (BZG + D).

Finally, AA∗ +CC∗ = I follows by substitutingtherelationG = C+AZG in theexpression
ΛGP0( GG∗) = I.

3. X ∈ � 2 if 	 A < 1 follows directly onceit hasbeenestablishedthat X = YG∗. The proof
of this propertyis dual to that in theorem6 andis omittedhere.

* +
Theorem 11. Givena boundedsystemtransferoperatorT ∈

�
, and assumethat the output

state space $ 0 of T is finite dimensional. Let N = dim( $ ), and let F0 representa strong
N-dimensionalbasisof $ , such that ΛF0 = P0( F0F∗

0) ( 0 and ΛF0 < ∞. ThenT admitsa
statespacerealization

A1 = P0( F0F∗
0 Z−1 ) ⋅ Λ−(−1)

F0

B1 = P0( TF∗
0 Z−1 ) ⋅ Λ−(−1)

F0

C1 = P0(F0)
D1 = P0( T) = T[0]

and 	 A1 ≤ 1 and independentof the choiceof the basis,as long as ΛF0 ( 0. If 	 A1 < 1, then

F0 = (I − A1Z)−1C1

T = D1 + B1(I − ZA1)−1ZC1 .

PRO
)

O
)

F The proof follows from theorem10 andgoesalongthe lines of the proof of theorem
8, with statetransformationX = X1R, andorthogonalbasisG suchthat F0 = RG.

*+
Theorem 12. Givena boundedsystemtransferoperatorT ∈

�
with finite dimensionalstate

spaces$ and $ 0. Let F be the representationof a strong basisin $ . Let

F0 = P(FT)

and supposethat F0 representsa strong basis (ΛF0 ( 0). Thenthe canonical realization
basedon F (theorem8) is identical to the canonicalrealizationbasedon F0 (theorem11).

TheHankeloperatorHT = P(⋅ T) on
�

2Z−1 hasa decompositionin termsof F, F0 as

HT :
�

2Z−1 →
�

2 : Y = U HT = P0( UF∗)Λ−1
F ⋅ F0

⇔
�

X = P0( UF∗)Λ−1
F

Y = XF0

PRO
)

O
)

F Let X be the stateof the realizationon F, and X̄ be that of F0. We will provethat,
when F0 = P(FT), thesestatesare the same. The proof hingeson the fact that P(U−(k)T) =
P( P% (U−(k)) T ) by definition of $ . Let�

Xk = P% (U−(k))
X̄k = P(U−(k)T)

,

�
Xk = X[k]F
X̄k = X̄[k]F0
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(accordingto the definitionsleadingto theorems8 and11). Then

X̄k = P(U−(k)T)
= P( P% (U−(k)) T )
= P(XkT)
= P(X[k]FT)
= X[k] P(FT)
= X[k]F0

If F0 is strong,thenX̄[k] = X[k] .

To provethatY = UHT = P0( U F∗ )Λ−1
F F0, (wherethis U ∈

�
2Z−1 playstherole of anyU−(k) of

the expressionsabove),notice that we definedX = P% (U) = P0( UF∗)Λ−1
F F = XF, andhence

X = P0( UF∗)Λ−1
F for thecontrollerrealizations,andY = X̄ = X̄F0 for theobserverrealizations.

SincethesestatesX, X̄ arethe samewhenF0 = P(FT), the result follows.

* +
The abovedecompositionof the Hankeloperatorprovesto be essentialin the actualcompu-
tation of a realizationof a given transferoperatorT, as is shownin the next section.

5. FROM TRANSFER OPERATOR TO REALIZA TION

In this sectionwe shallconsiderhow a realizationcanactuallybecomputedfom thedatain a
transferoperatorT. The HankeloperatorHT will play an importantrole in the computations,
just as it did in the relatedgeneralizedWiener-Hopf theorydevelopedin [13] and[14].

Diagonal Expansion of the Hankel Operator

If the operatorX ∈
�

2, thenthe diagonalexpansionof X is
~
X, definedby

X = X[0] + ZX[1] + Z2X[2] + ����� = X[0] + X(−1)
[1] Z + X(−2)

[2] Z2 + �����
~
X = � X[0] X(−1)

[1] X(−2)
[2] ����� � .

~
X is an alternativerepresentationof X which we still will denoteasbelongingto

�
2. If the

operatorX ∈
�

2Z−1, then the diagonalexpansionof X is also designatedby
~
X, now defined

by

X = Z−1X[−1] + Z−2X[−2] + ����� = X(+1)
[−1]Z

−1 + X(+2)
[−2]Z

−2 + �����
~
X = � X(+1)

[−1] X(+2)
[−2] ����� �

Herealso is
~
X an alternativerepresentationof X.

Thesedefinitions keep entries of X that are on the same i-th row π∗
i X in X also on the

samerow π∗
i
~
X in

~
X. This is seendirectly from the secondexpansionof X in Z, since a

multiplication of a diagonalon the right by Z will only shift its columns. In addition, we
havethat P0( XX∗) =

~
X

~
X∗.

Using diagonalexpansions,we canassociatean operator
~
HT to the HankeloperatorHT of a

systemT, in the sensethat
~
HT mapsthe diagonalexpansionof U to the diagonalexpansion

of Y. This diagonalexpansionof the operatorHT hasa matrix representationwith entriesin
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�
andcanbe specifiedin termsof the entriesof T:

Theorem 13. Let T ∈
�

, and Y = UHT with U ∈
�

2Z−1. The matrix representationof the
operator

~
HT suchthat

~
Y =

~
U

~
HT is givenby

~
HT =


������� T[1] T(−1)
[2] T(−2)

[3] �����
T[2] T(−1)

[3]

T[3]
. . .

...


��������
PRO

)
O
)

F The multiplication UT canbe brokendown into operationson diagonalsof U: Y =
UT = � Zk (U[k]T). It follows that

Y[0] = �U(+1)
[−1] U(+2)

[−2] ������� 
��� T[1]

T[2]
...


 ��� , Y[1] = �U(+2)
[−1] U(+3)

[−2] �����2� 
��� T[2]

T[3]
...


 ��� ,

etc. Hence�Y[0] Y(−1)
[1] Y(−2)

[2] ����� � = �U(+1)
[−1] U(+2)

[−2] U(+3)
[−3] ����� � ~

HT

with
~
HT asclaimed.

*+
A nice connectionof T with

~
HT is obtainedby construct(infinite size)submatricesHi (−∞ <

i < ∞) of
~
HT by selectingthe i-th entry of eachdiagonalin

~
HT. The Hi can be viewed as

time-varyingHankelmatrices.The entriesof Hi areentriesof T, e.g.,

H0 =


������� T−1,0 T−1,1 T−1,2 �����
T−2,0 T−2,1

T−3,0
. . .

...


��������
Hencethe rows of Hi arepartsof the rows of T, and in fact the H i aremirroredsubmatrices
of T, as seenin figure 4. The mirroring effect is introducedby definition of the diagonal
expansionof operatorsin

�
2Z−1.

Hankel Matrix Decompositions

We will need the following results from the previouschapter. Given a boundedsystem
transferoperatorT ∈

�
, and assumethat the input/outputstatespaces$ and $ 0 of T are

finite dimensional.Let F be the representationof a strongN-dimensionalbasisof $ , andF0

the representationof a strongN-dimensionalbasisof $ 0. Thena statespacerealizationof T
basedon F is

A = P0( FF∗Z−1 ) ⋅ Λ−(−1)
F

B = P0( F∗Z−1 ) ⋅ Λ−(−1)
F

C = P0( FT )
D = P0( T)

(11)

and(assuming	 A < 1) satisfiesΛ−1
F F∗ = B(I − ZA)−1Z.
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Figure 4. Hankelmatricesaresubmatricesof T.

A secondrealizationthat is basedon F follows from the aboverealizationafter applyinga
statetransformationby Λ−1

F :

A = Λ−1
F P0( FF∗Z−1 )

B = P0( F∗Z−1 )
C = Λ−1

F P0( FT )
D = P0( T)

(12)

and(assuming	 A < 1) satisfiesF∗ = B(I − ZA)−1Z.

A third statespacerealizationof T is basedon F0:

A = P0( F0F∗
0Z

−1 ) ⋅ Λ−(−1)
F0

B = P0( TF∗
0Z

−1 ) ⋅ Λ−(−1)
F0

C = P0(F0)
D = P0( T) = T[0]

(13)

and(assuming	 A < 1) satisfiesF0 = (I − AZ)−1C.

Realization(11) is equalto realization(13) if F0 = P( FT ) is taken,andif this F0 is a strong
basisrepresentation.With F0 = P( FT ) we havea decompositionof HT as(theorem12)

HT = P0( ⋅ F∗)Λ−1
F ⋅ F0

Switchingto diagonalexpansions,this decompositionturnsinto a decompositionof thediag-
onal expansionof HT and leadsto an expressionthat is familiar in the time-invariantcase:

Theorem 14. Let T ∈
�

be the transferoperator of a boundedsystem.If � A,B,C,D � is a
statespacerealizationof T, then

~
HT hasa decomposition

~
HT = 3 ⋅
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where 3 :
�

2Z−1 →
�

2, :
�

2 →
�

2 are definedas

3 :=


������ B(+1)

B(+2)A(+1)

B(+3)A(+2)A(+1)

...


������� := �C AC(−1) AA(−1)C(−2) ����� �
If therealizationis givenbyequation(11), basedona strongbasisrepresentationF generating
the input statespace,then 3 ∗ is equalto the diagonalexpansionof Λ−1

F F.

If the realizationis givenby equation(12), again basedon a strong basisrepresentationF
generatingthe input statespace,then

~
F = 3 ∗.

If the realizationis givenby (13), basedon a strong basisrepresentationF0 generatingthe
outputstatespace,then

~
F0 = .

PRO
)

O
)

F From T = D + B(I − ZA)−1ZC follows

T[1] = B(+1)C T(−1)
[2] = B(+1)AC(−1) �����

T[2] = B(+2)A(+1)C T(−1)
[3] = B(+2)A(+1)AC(−1)

T[3] = B(+3)A(+2)A(+1)C�����
Applicationof theorem13 showsthat

~
HT hastheclaimeddecomposition.(With slightly more

effort, the samecanbe shownin case	 A = 1.)

For 	 A < 1, the secondpart of the theoremcanbe inferredfrom the relationsΛ−1
F F = [ B(I −

ZA)−1Z ]∗, F = [ B(I − ZA)−1Z ]∗, and F0 = (I − AZ)−1C respectively. The theoremis formally
verified by using the decompositionof the Hankeloperator(theorem12) and looking at the
relationbetweenthe ordinaryandthe diagonallyexpandedHankeloperator. For U ∈

�
2Z−1,

realization(11) and(13) follow from�
Y = UHT
~
Y =

~
U

~
HT

⇔


��� X = P0(UF∗)Λ−1
F =

~
U(

~
F)∗Λ−1

F =
~
U 3

Y = XF0
~
Y = X

~
F0 = X

showingthat Λ−1
F

~
F = 3 ∗,

~
F0 = . Realization(12) is slightly differentdueto a statetransfor-

mationby Λ−1
F :�

Y = UHT
~
Y =

~
U

~
HT

⇔


��� X = P0(UF∗) =
~
U

~
F∗ =

~
U 3

Y = XΛ−1
F F0

~
Y = XΛ−1

F
~
F0 = X

showingthat, for this realization,
~
F = 3 ∗.

*+3 is the controllability matrix, is the observabilitymatrix in the presentcontext. A real-
ization � A,B,C,D � is calleda controllablerealizationif 3 ∗ 3 > 0, anduniformly controllable
if 3 ∗ 3 ( 0. In view of theorem14, it follows straightforwardlythat the secondrealization
on a strongbasisF in $ asgivenby equation(12) is uniformly controllableby construction:
ΛF = P0(FF∗) = 3 ∗ 3 andΛF ( 0 yields 3 ∗ 3 ( 0. If Λ−1

F ( 0 (i.e., the statetransformation
connectingrealization(12) to realization(11) is boundedlyinvertible), then the realization
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(11) is alsouniformly controllable,sincefor this realizationit holdsthat Λ−1
F = 3 ∗ 3 .

Along thesamelines,a realization� A,B,C,D � is calledobservableif ∗ > 0, anduniformly
observableif ∗ ( 0. A realizationbasedon a strongbasisF0 generating$ 0 via equation
(13) is uniformly observableby construction,sinceΛF0 = P0(F0F∗

0) = ∗ andΛF0 ( 0. A
realizationis calledminimal if it is both controllableandobservable.

The rank of the Hankel operator
~
HT is definedto be N ∈ � such that Hi hasrank Ni , for

i = 4�4�4 , −1,0,1, 4�4�4 . Since $ 0 = (
�

2Z−1) HT it follows immediatelyfrom therelationsbetween
an operatorand its diagonalexpansionthat rank(

~
HT) = dim( $ 0). Sincerank(

~
HT) = rank(

~
H∗

T),
it follows that rank(

~
HT) = dim( $ ), andhencedim( $ 0) = dim( $ ).

Theorem 15. Let T be a boundedlinear causaltime-varyingsystemtransferoperator in
�

.

1. If
~
HT has local finite rank N ∈ � , then there exist minimal statespacerealizationsof

order N. This is a Kronecker-typeresult.

2. Theserealizationscanbeobtainedfromanydecompositionof
~
HT into

~
HT = 3 ⋅ , where3 has columnrank N, has row rank N (i.e., with 0 < 3 ∗ 3 < ∞, 0 < ∗ < ∞),

wheneverat leastoneof theseproductsis takenuniformly positive,as follows

— If 3 ∗ 3 ( 0, thentakeF ∈
�

2Z−1 suchthat its diagonalexpansion
~
F = 3 ∗. This F is

a strong basisrepresentationgeneratingthe input statespace$ of T. A realizationof
T is givenby equation(12) and is uniformly controllable by construction.

— If ∗ ( 0, thentakeF0 ∈
�

2 suchthat its diagonalexpansion
~
F0 = . This F0 is

a strong basisrepresentationgeneratingthe outputstatespace$ 0 of T. A realization
of T is givenby (13) and is uniformly observableby construction.

3. Existenceof a realizationthat is uniformly controllable and uniformly observableis a
systemproperty: it dependsonly on T. If it existsthena realizationbasedon F is also
uniformly observable,and a realizationbasedon F0 is also uniformly controllable.

PRO
)

O
)

F

1. This will follow from the constructionin step2.

2. Thedecompositioncanbeconstructedvia decompositionsof theHi , which is a standard
linear algebraproblem(typically usingSVDs). The choicefor F and F0 is motivated
by theorem14 andthe discussionfollowing it.

3. The condition for existenceof a realization that is both uniformly controllableand
uniformly observableis that, given a strong basisF, then F0 = P( FT ) should be a
strongbasis in the output statespace: ΛF0 ( 0. Becauseof the definition of input
and output state space,we have at least that ΛF0 > 0, but it need not necessarily
be uniformly positive. If it isn’t, then no boundedlyinvertible state transformation
R applied to the realizationon F (making it a realizationbasedon RF) will make it
uniformly positive: ΛF 50 := RΛF0R

∗. Sinceall realizationsbasedon strongbasesF are
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connectedvia boundedlyinvertiblestatetransformations,andtheserealizationsarethe
only onesthat are uniformly controllable,the conclusionis that thereeither exists a
realizationthat is uniformly observablein addition,or it doesnot exist, dependingon
T.
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