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ABSTRACT 2. PROBLEM FORMULATION

Contrary to the suboptimal (two-step) geolocation proceslu

we propose a maximum likelihood estimation for the posi
tion of a stationary transmitter which its delayed and Deppl
shifted signal is observed by moving receivers. The pasitio
is estimated based on the same data used in common me ﬁ'r
ods. However, it is performed in a single step by maximizin
a cost function that depends on the unknown position only.

Consider a stationary radio transmitter located at pasitio
“and L moving receivers. The receivers are synchronized in
frequency and time. Each receiver intercepts the transdhitt
ignal atK short intervals along its trajectory Lpt » and

r Wherek = 1,..., K and/ = 1,..., L denote the posi-
gtron and velocity vectors of theth receiver at thé-th inter-
ception interval, respectively. The complex signal obsdrv

Index Terms— Emitter location, Maximum likelihood by the/-th receiver at thé-th interception interval at time
estimation, Differential Doppler, Ambiguity function. is

t)=b t— 2w fent 4 1), 0<t<T (1
1. INTRODUCTION re(t) = bews(t=Ten)e wea(t), 0t =T (1)

whereT is the observation time interval, (¢) is the observed

Passive geolocation of a stationary transmitter based @n thsignal during thé:-th interception intervabg & is an unknown
delayed and Doppler shifted signal observed by moving re

ceivers is a well known technique as can be concluded frorn
[1]-[4]. Since the receivers’ location and velocity alomgir larly to [5] we assume that,, < T. AlS0, wy.y,(¢) is a white,

trajectory are known, the transmitter location can be estdah. zero mean, complex Gaussian noise with flat spectrum and,
Common methods use two steps for localization. Each

complex path attenuation, amﬂk = —Hpg r — p| Is the sig-
al's delay where: is the signal’'s propagation speed. Simi-

receiver first estimates the time delay and Doppler frequenc fox 2 fe 1+ pe(p)] 2)

along its trajectory. In the second step the system estimate " A1 '

the transmitter’s position based on the results obtaingdan per®) = =vip(P—per)/lIlp — Pkl 3)
P2

first step. The two step methods are not guaranteed to yield

optimal location results since in the first step the delay anavheref, is the known nominal carrier frequency of the trans-
Doppler estimates are obtained by ignoring the constria@itt mitted signal. Each receiver performs a down conversion of
all measurements must be consistent with a single positioithe intercepted signal by. and thus (2) can be replaced by
Thus, the lines of position obtained from the delay and Deppl fe,x = fefte,x(P). Assume that we collecy time samples,
estimates are not necessarily intersectin a single gebigadp sampled with sampling interval, of the down converted

location. version of (1). Define

In a previous publication we proposed a single-step solu- A
. . S . A T
tion for narrowband signals by considering the Dopplertshif rep = [rex(ts), .. rer(tn))]

. ) o o A
onI_y [9]_. Here_rn we propose a maximum Irkelrh_ood position wer 2 Jwen(t),. . wen(ty)]”
estimation using a single step for wideband signals by also A .
taking into account the time delay of the signal. sk = [se(t1)... sk(tn)] (4)
A ; 27 fo it 27 fo ot
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whereF, ;, is a down shift operator, i.eE, ;s; shiftss, by  The estimated transmitter’s position is then given by

| 7¢.x/Ts| indices. We assume that the covariancevef, is

oI, p = argmaX Cs(p) } (13)
The problem discussed herein can be stated as follows: p

i LK ; o ”
Given{re}j.—,, estimate the the transmitter's positipn A possible algorithm for unknown signals is displayed in Al-

gorithm 1.
3. THE DIRECT GEOLOCATION APPROACH It is interesting to observe that tig j)-th element 0fQ,

I _ ) . can be written as,
The log likelihood of{r, ;} is equivalent, up to an additive

constant and scaling to Qili,j) = rkai,kFi,kakAfkrj,k
K L L don(Fwrin—Finrsn) (k)
[ —6‘] i,k Ti,k 3, kT4, k ) 14
C(p) = e — besAeiFersil® (6) T Py (14)
k=1 (=1
) o ) where
The path attenuation scalars that minimize (6) are given by
T
~ k A % o *1 _fj
bgyk = [(Ag_’kngkSk)HAgkug_’kSk]_1(Agkug_’kSk)HI‘gyk pg,j) :/0 Ti,k(t+7—i,7€)rj,k(t+7-j7k)ej2 (Fin=Tsk)t dt (15)
= (ApFopse)Pro (7)

Note thatf; x, fix, 7.k, i) @re all functions of the assumed

target positionp and thatpgf“j) is recognized as the complex
ambiguity function evaluated at the geographical ppif].

where we assume, without loss of generality, fxat|? = 1.
Substituting (7) in (6) yields,

K L
Ci(p) = Z Z Hrf,kHQ - |(Aé,ka,kSk)Hré7k|2 (8) Define the area of interest and determine a suitable grid
k=1 =1 of locationspy, p2 - - - py-
H for j =1togdo
Set(C}s (pj) =0
for k =1to K do
for ¢ =1to L do

K K
Ca(p) = D (AcxFerse)roel* = s Qusy Evaluaters,i, frk
k=1

Since||r¢,x||? is independent of the parameters, then instea
of minimizing (8) we can now maximize

k=1 ¢=1 EvaIuateAM, Fo
9) end
EvaluateV according to (11)
where we defined th& x N hermitian matrix EvaluateQ; = VIV,
Let Cs(p;) = Cs(p;) + Amax{ Qx}
Q. 2 V. VH (10) end ! !
\= Fl AT g, FE AT rpe]  (10) end S . . _
Find the grid point for whichCj is the largest. This
If the signal waveform is known, thef (p) should be used. grid point is the estimated position.

However, often the signal waveform is unknown and thenAjgorithm 1: A possible implementation of the DPD
one should look for{Sk} that maXimiZeCQ(p). This cost a|gorithm for unknown Signa's_
functionis maximized by maximizing each of thequadratic
forms w.r.t. s;. Thus, the vectos; should be selected as
the eigenvector corresponding to the largest eigenval@g,of
denoted by\,,... { Qs }. The dimension of the matriQy. in- 4. RELATIONS BETWEEN THE DIRECT AND
creases with the number of data samples. Determining the INDIRECT APPROACH
eigenvalues 0€);, can in turn result in high computation ef-
fort. However, the non-zero eigenvalues@f, are identical  To simplify the exhibition consider the case of only two mov-
to the eigenvalues of the x I matrix Q; = VHV,.See[6, ing platforms { = 2), as discussed in [7],[8]. TheQ, is a
pp. 42-43]. This leads to a substantial reduction of the com2 x 2 hermitian matrix, and its largest eigenvalue is given by
putation load whenevet < N. Therefore, (9) is equivalent

o Mmad @i} = 5 (Qu(1,1) + Qe(2,2) + (16)

K
Cs(p) = ; Amaz {Qr} (12) VIQi(L1) - Qu(2.2))? +4/Qi(1,2))




where Note that

= o vi P —Pek
Qulisi) = —/ @R i=12 @ Lf, o Yu®po) 5)
M ~ 27 (f1 6T fonT ) (k) 20 67 v¥
Qr(1,2) = Tse7 (f1,e71,0—f2, 172,k (18) _fe(,k) _ f£ gi;k _ ﬁ _ Hzl’j:H COS by i S Op
Assuming thatQk(lvl.) =~ Qu(2,2), the cost function ¢y cOfur Vi |lvexl .
Cs(p) can be replaced with _cfe,k T T 0y den dex COS Pr, 1 $in O

K . .
B - where, ¢ is the angle between the platform velocity vector
Cs(p) = Z 1Qu(1,2)] = Z ‘ ‘ (19) and the line connecting the platform and the transmiétés,
the angle between the line connecting the platform and the

where|p§’f2)| has been used in [5] for estimating the delay andransmitter and the: axis, andcry , = de = lp — pexll-
Doppler at each of the interception intervals along theetraj  Also note that
tory. Therefore, the proposed method selects the postian t 9

L - : . () A OTek
maximizes the sum of the distinct cost functions used in the:7,,” = ¢
two-step method.

oo .
= cosl k; crﬁg =c—— =sinfyy

dy

The elements of the FIM are given by
5. CRAMER-RAO LOWER BOUND

2 . - =
_ Uh, = — S lberlP I AckSenfiy + Acxseniy |1”

The Cramér-Rao Lower Bound (CRLB) is a lower bound on
the covariance of any unbiased estimator. The bound is given 2 s A~ ) c )2
by the inverse of the Fisher Information Matrix (FIM). For oo = o2 Z ekl AckSenfpy, + AckSeroi
complex Gaussian data vectors with parameters embedded in ) k.t
their meanm, and not in the covariance, tig j)-th element 5 _ “ b2 Ref[Ay 180 0 F& + Ay 18, o7 ENH
of the FIM is given by [10] LIPS > kz;| o k| Re{[AgrSerfy 0kSekT ) ]

g, =2 Om'" om (20) [AriSenfl) + Ackdent ]} (26)

! M O

. . with [J]z,l = [J]l,z'
where); is thei-th element of the unknown parameter vec-
tor. For simplicity, we assume that the parameter vectdrds t
target coordinate vector only, i.ely = x, o = y. Also,
from (5), the data mean is given by

6. NUMERICAL EXAMPLES

In this section we describe numerical examples which com-

A T T AT pare the proposed method with the two-steps approach [5].
m = [my,m;, - mg] Figure 1 shows a stationary emitter and two receivers flying
m, = m{,,mJ,,--mj,]" at the same speed of 300 [meters/sec] from left to right. The
A - receivers estimate the emitter position and the resultiegmm
my, = brrArrFersy = bo A kSer (21)

square location error (RMSE) is displayed in Figure 2.

The transmitted signal is a modulated carrier at 1 [GHZz].
A The modulating signal is a pulse train with a bandwidth of 3.3
Sok = [se(ts — o), sk(ty — 7on)]” (22)  [MHz] and a duty cycle of 15%. The sampling rate used by

. . I the receivers is 8.4 [MHz]. The observation time interval is
We are interested in the derivatives of the mean w.r.t. th%1 [usec]

target coordinatep = [z,y]”. Using the chain rule we get

where

Each of the receivers intercepts the signal 7 times, once

omy;,  Omyy 3JFM dmy i, 070 every 1000 [mete_rs]..
o 070 Ox O Oz (23) As observed in Figure 2, the proposed approach outper-
' ' forms the two-step approach. Also, as expected, betteltsesu
where are obtained when the signal waveform is known.

omyp A= myy 2
fer berfeiser, o = bekeisen 7. CONCLUSIONS

i —  odi j2m fo,xt 327 fo it . o . "

App = j2rdiag{t, " ER Ly el Y We presented a maximum likelihood estimator for position

ég_’k = —[$x(t1 —7Tek), .- SK(ty — n_,k)]T (24) determination of a stationary radio transmitter based en th
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Fig. 1. Receivers and transmitter geometry.
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Fig. 2. RMSEs of the DPD method, the 2-step method, and
the CRLB versus SNR for known and unknown transmitteq10]
signals.

delayed and Doppler shifted signals observed by moving re-
ceivers. Contrary to the conventional methods the position
determined by a single step without first explicitly estimgt

the Doppler shift and the differential delays. As expectid,
performance of the single step approach is better. Howmver,
order to carry out the proposed method all the observed sig-
nals must be transmitted to a common processor. The signal
transmission requires more bandwidth than the transnmissio
of just Doppler and delay measurements.
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