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1 Since the CDMA uplink
is quasi-orthogonal, each
user ramps up its trans-
mission power from a
conservative initial value
ir order not to disturb the
system’s stability.

INTRODUCTION

Code-division multiple access (CDMA) has been
playing a major role in wireless digital cellular
networks since the mid-1990s. CDMA allows
each user to transmit over a wideband spectrum,
and provides various desirable system features
such as universal frequency reuse, soft handoffs
between adjacent cells, and softer handoffs
between sectors of the same cell [1]. After the
great success of IS-95, wideband CDMA
(WCDMA) has been adopted as one of the
third-generation (3G) wireless standards by the
Third Generation Partnership Project (3GPP)
with initial standard Releases 99 and 4. Since
then, WCDMA has continuously evolved to sup-
port various applications such as wireless Inter-
net, video telephony, and voice over IP (VoIP).
For example, high-speed downlink packet access
(HSDPA) was introduced to provide packet-
switched connectivity in the downlink direction
in Release 5 in 2002, and high-speed uplink
packet access (HSUPA), also known as enhanced
uplink (EUL), was introduced to support packet
access in the uplink in Release 6 in 2004. These
technologies accomplish low latency and reliable
packet transmission using channel-adaptive high

order modulation, hybrid automatic repeat
request (H-ARQ), and fast inner-loop and outer-
loop power control at the physical layer, and
provide peak rates of 11.4 Mb/s and 5.74 Mb/s in
the downlink and uplink, respectively.

On the other hand, the fourth generation
(4G) wireless standards are based primarily on
orthogonal frequency-division multiple access
(OFDMA). Several proposals based on
OFDMA are under consideration for the 4G
wireless standard for IMT-Advanced, such as
mobile WiMAX, ultra mobile broadband
(UMB), and 3G long term evolution (LTE). In
OFDMA systems the initial latency problem1 in
the uplink (random) access in CDMA is miti-
gated due to the orthogonality among users.
However, these systems also have other issues
such as intercarrier interference at high
Doppler frequency. With universal frequency
reuse, most of all, cell edge users in OFDMA
systems suffer intercell interference even with
sophisticated bin assignment for the physical
channel due to the lack of interference mitiga-
tion measures. Recently, further improvement
of high-speed packet access for WCDMA was
standardized in 3GPP Release 7, known as
HSPA+, in June 2007. This evolution provides
several enhancements in end-user performance,
throughput, and network architecture, and sup-
ports peak rates of 28.8 Mb/s and 11.5 Mb/s
with 5 MHz bandwidth for downlink and uplink,
respectively. These rates are competitive in
spectral efficiency with the peak rates of 3GPP
LTE with 100 Mb/s and 50 Mb/s over 20 MHz
bandwidth in downlink and uplink, respectively.
The high rates of Release 7 are accomplished
by employing various advanced transmission
techniques, such as discontinuous uplink trans-
mission (DTX), multi-input multi-output
(MIMO) antenna, higher order modulation,
and flat network architecture [2, 3].

For WCDMA to support these rates and con-
tinue being competitive, advanced signal pro-
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cessing techniques and receiver architectures are
essential at physical layer. In the CDMA down-
link, perfect orthogonal spreading codes such as
Walsh-Hadamard codes or orthogonal variable
spreading factor (OVSF) codes are used, and no
interference is caused among users of the same
cell in additive white Gaussian noise (AWGN)
channels. In a typical wireless environment, how-
ever, the orthogonality is destroyed by multipath
fading, and intracell interference between users
in the same cell arises. This intracell interference
can be removed effectively by restoring the
channel to be like an AWGN channel, using
chip-level frequency-domain equalization or
time-domain equalization based on adaptive fil-
ters such as the least mean square (LMS) algo-
rithm, which is indeed an option for 3GPP
Release 7 terminals. Thus, the downlink receiver
processing becomes relatively manageable, and
the major challenge lies in the uplink reception.

Vast research results are available to improve
the performance of the CDMA uplink over the
conventional matched filter receiver [1, refer-
ences therein]. For example, successive interfer-
ence cancellation (SIC) with a matched filter
front-end can be used to remove other user
interference, which is indeed implemented in
current EV-DO base station receivers. To fur-
ther improve receiver performance over SIC,
more sophisticated front-ends such as decorre-
lating or minimum mean square error (MMSE)
front-ends can be considered for optimal joint
decoding or information theoretically optimal
MMSE-SIC receivers. However, these advanced
receivers require high computational complexity,
especially for long code CDMA systems. To cir-
cumvent this computational complexity, other
techniques such as approximating a decorrelat-
ing front-end can be considered [4]. However,
these approximating techniques are based on a
weak interference assumption that is not valid
when the interference is strong and spreading
gain is small. In the first part of this article,
based on our previous work [5–7], we introduce
a fast inversion technique for large structured
matrices using a state-space approach, which can
be used to implement decorrelating or MMSE
front-ends for optimal receiver processing with
reasonable complexity. Next, we discuss a semi-
blind approach to channel estimation as a possi-
ble candidate to further enhance the
performance of WCDMA with no change in
transmission structure and achieve highly effi-
cient transmission.

HIGHLY EFFICIENT
RECEIVER ARCHITECTURES

In the uplink, we have a multiple access channel
(MAC) in which multiple users transmit their
signals using pseudo-random codes. Typically, a
CDMA receiver is composed of various tracking
loops (e.g., frequency tracking loop and time
tracking loop), and further processing units for
coherent demodulation and decoding. The signal
model for long code WCDMA after the removal2
of major frequency offset by the frequency track-
ing loop and with known timing by a searcher is
given by a multiuser multipath model:

y = THs + w, (1)

where w is typically assumed to be Gaussian
noise. Note that the signal part of the received
signal is decomposed into three terms: T is the
code matrix constructed from the pseudo-ran-
dom codes of users, H is a block diagonal matrix
containing the channel information of all users,
and s is the data symbol vector containing all
symbols of all users. (For the detailed derivation
of the model, please refer to [6].)

CONVENTIONAL APPROACHES: RAKE RECEIVERS
AND INTERFERENCE CANCELLATION

The classical rake receiver is a simple matched
filter to obtain a symbol estimate by regarding
all other user signals as interference. To illus-
trate this, consider the demodulation of the mth
symbol of user i. The matched filtering can be
accomplished in two steps. First, we multiply
Tim

H to y from the left, where Tim
H is the portion of

T corresponding to the mth symbol of user i, and
subsequently multiply a finite impulse response
(FIR) channel vector estimate ĥi

H from the left
to produce the maximal ratio combining for sym-
bol estimate, where (⋅)H is the Hermitian trans-
pose. This operation can be implemented
efficiently by using rake fingers (which operate
on each path separately) and combining the fin-
ger outputs, and constitutes the basic algorithm
for early CDMA receivers [1]. However, the
rake receiver treats all other user signals as
interference, and cannot achieve the MAC chan-
nel capacity. To address this problem, uplink
interference cancellation for CDMA was first
proposed in [8], and vast research has been con-
ducted in multiuser detection (MUD), which is
jointly optimal for decoding simultaneous user
signals [9]. The sum rate capacity can be
achieved theoretically using successive interfer-
ence cancellation for synchronous systems with
equal rate users and exponential power distribu-
tion [8], and for asynchronous systems with
equal power distribution [10]. Implementations
of the interference cancellation were introduced
for frame-asynchronous EV-DO systems with H-
ARQ and possibly for 3GPP Release 6 HSUPA
in [11]. Indeed, the pilot channel is cancelled in
EV-DO Rev.A base station modem CSM6800,
and overhead and traffic channels can be can-
celled further with more processing power.

In receivers with interference cancellation,
typically, unknown data is first decoded using a
rake receiver, reconstructed (i.e., re-encoded
and filtered by the composite transmit-receive
pulse shaping response using further information
about timing, carrier offset, and channel coeffi-
cients), and subtracted from the received signal
sample buffer, and the next packets are fetched
from the sample buffer and decoded. Even if
interference cancellation can achieve the sum
rate capacity ideally, this is not the case in real
situations. The practical performance of interfer-
ence cancellation depends on the success in
decoding the previous packets, the decoding
order, and the quality of signal reconstruction.
Here, a channel estimate is required for signal
reconstruction, and the channel estimate may

2 At this point the block
fading assumption holds
for the data model.
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not be accurate, especially when the pilot chan-
nel operates in low signal-to-noise ratio (SNR)
and the traffic-to-pilot power ratio is not large as
in VoIP applications.

MULTIUSER DETECTION FOR LONG CODE
WCDMA: SYSTEM-THEORETIC APPROACH

The optimal processing of Eq. 1 is given by the
joint maximum likelihood (ML) decoding or
MUD that detects all users’ symbols simultane-
ously [9], and thus there remains a room for fur-
ther performance improvement by MUD over
the suboptimal interference cancellation [12].
Most research in MUD has been performed for
short-code cases [9]. In practice, however, most
systems adopt long code CDMA for various rea-
sons. The MUD is based on the inversion of the
code matrix, i.e., decorrelation (or zero-forcing)
T† or MMSE inversion (THT + σ2I)–1TH, where T†
is the Moore-Penrose pseudo-inverse of T and I
is an identity matrix. Consider a WCDMA sys-
tem with 40 users with lowest data rate (i.e.,
spreading gain G = 256) in a sector. The signal
processing is performed based on a 2 ms trans-
mission time interval (TTI) that consists of three
slots with 7680 chips. Incorporating three multi-
paths per user, the size of the code matrix T in
Eq. 1 is given by 7680 × 3600. The inversion of
such a large code matrix within 2 ms is a very
challenging task. Fortunately, the code matrix is
highly structured and sparse; only 3.3 percent of
the elements are nonzero for the above example.
The simple inversion of the code matrix will lose
the sparse structure. Therefore, the sparsity and
structure should be exploited to accomplish fast
inversion. In this section we introduce the theory
and algorithms developed by Dewilde and van
der Veen [5, 6] for the fast inversion of large
structured matrices based on linear system theo-
ry, which can be used for an efficient realization
of MUD for long code CDMA.

Linear Time-Varying Equivalent System and
Fast Inversion

Equivalent State-Space Realization — The
key idea for fast inversion is to replace the code
matrix multiplication by filtering through a time-
varying state-space linear system and to imple-
ment the inversion locally in state space. That is,
we have two equivalent systems:

(2)

where {An, Bn, Cn, Dn}N
n=1 and {un}N

n=1 are prop-
erly constructed from the code matrix T in Eq. 1
and the input vector u so that the output {yn}N

n=1
is the same for the two systems for time n = 1,

2, ···, N. To illustrate this, we consider the matrix-
vector multiplication with a simple N × L matrix
T with rows tn

H and a L × 1 input vector u. Here,
we have yn = tn

Hu. The equivalent state-space
representation for this system is given by setting
u1 = u, u2 = ··· = uN = • and {A1, B1, C1, D1}=
{•, I, •, t1

H}, {An, Bn, Cn, Dn} = {I, •, tn
H, •} for

n = 2, ··· , N – 1 and {AN BN, CN, DN} = {•, •,
tN

H, •}. It is easy to verify that this state-space
representation yields the same output as the
original matrix-vector multiplication by defining
the product of the empty element • and a matrix
(or vector) as an empty element again. For more
complicated matrices, including the full code
matrix T in Eq. 1, it is also easy to construct
equivalent state-space representations. For T, in
particular, we can choose N to be the number of
rows of T, and the input vector is properly parti-
tioned and applied to the system at appropriate
time instants. Here, the dimension of the state at
time n is typically the number of nonzero ele-
ments in the nth row of T.

Inversion in State Space — Once state-space
realization {An, Bn, Cn, Dn}N

n=1 and {un}N
n=1 are

available, the inversion can be done by inverse
filtering in state space. As in many other cases,
stable inversion can be implemented via QR fac-
torization even in state space. First, note that the
code matrix multiplication can be done in two
steps using QR factorization: u →R z →Q y. The
state-space realization of each of Q and R fac-
tors of T can be obtained from {An, Bn, Cn,
Dn}N

n=1. It is shown in [6] that the state-space
realization {An

Q, Bn
Q, Cn

Q, Dn
Q}N

n=1 of the Q factor
and {An

R, Bn
R, Cn

R, Dn
R}N

n=1 of the R factor can be
obtained by simple recursion. The overall QR
system via state-space realization is shown in
Fig. 1a. Based on the state-space QR realization,
the inversion system is now realized in state
space easily. First we apply the inversion to the
Q system and then to the R system. Since Qn sat-
isfies Qn

HQn = I, the first inversion is straightfor-
ward. The inversion for the second R system can
be implemented by changing the input-output
relationship. That is, from the state space repre-
sentation {An

R, Bn
R, Cn

R, Dn
R}N

n=1 and the linearity
between input and output, the output is repre-
sented by a linear combination of the input and
state, and this yields the state-space representa-
tion Sn for the inverse system of R. Thus, the
overall inversion system is shown in Fig. 1b.
Note that the inversion of the Q system is anti-
causal. Note also that the overall inversion is
accomplished by successive application of small
size inversions in state space, and this is the
main reason for drastic complexity reduction.
The MMSE front-end can also be implemented
using the state-space approach readily with slight
modification [6].

Complexity, Implementation, and Perfor-
mance — To assess the complexity of the inver-
sion using the state space approach, we consider
a K user system with equal spreading gain G,
block size of M symbols, and L multipaths. In
this case the size of T is roughly GM × MLK. The
main complexity of the inversion using the state
space approach lies in the QR recursion step. It
is shown in [6] that An and Bn are either • or I,
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[Cn, Dn] has only one row, the maximum size of
An is 2LK × 2LK, the maximum column size of
Cn is 2LK,  and the column number of Dn is
either zero or LK. Thus, the QR recursion for
each n requires the QR factorization of a 2LK ×
2LK matrix, which requires complexity in order
of O(L2K2). Since we have GM time steps, the
overall complexity is given by O(GM(LK)2). On
the other hand, the direction inversion based on
normal equation will result in complexity of
O(GM3(LK)2), and applying the matched filter
has complexity of the order of non-zero ele-
ments in T, that is, O(GMLK). Thus, inversion
based on the state-space approach reduces the
complexity by an order of magnitude compared
to direct inversion, and both the matched filter
and state-space approaches have complexity lin-
ear with respect to the number of chips per slot.
Figure 2 shows the number of flops per slot with
respect to the number of users in the system
with parameters G = 32, M = 80, L = 3, and
2560 chips/slot, and Fig. 3 shows a possible
implementation for the inversion algorithm.

Since the left inverse T† requires the matrix to
have full column rank, the code matrix T may not
include all users in the system. (This is the case
for any decorrelating or MMSE front-ends.) In
such cases MUD based on inversion can be used
jointly with interference cancellation, where
strong and important user signals are processed
using MUD after the interference from the
remaining users is subtracted using interference
cancellation. Several more issues such as timing
and chip-level fractional sampling should be con-
sidered for such algorithms to be used in prac-
tice. Fast inversion based on the state-space
approach can also be used in the downlink. In
HSDPA, for example, cell edge users receive sig-
nals from two base stations, and equalizing the

signal according to one base station cannot
properly remove the interference from the other
cell. In this case decorrelation or MMSE inver-
sion based on the fast algorithm can provide the
optimal joint decoding.

Figure 4 shows the performance of receivers
with different front-end processing. We consid-
ered three front-ends — conventional match fil-
ter, decorrelating front-end, and MMSE
front-end — to see the impact of different front-
end processing. For simplicity, we used the same
post-processing of a rake multipath combiner.

n Figure 1. a) QR factorization in state space; b) inversion in state space [6].
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As expected, the performance of the matched-
filter-based receiver deteriorates as the SNR
increases since it cannot remove other user
interference effectively. On the other hand,
receivers with inversion-based front-end process-
ing show the desired waterfall bit error rate
(BER) behavior. Note that there is a perfor-
mance gain of almost 1 dB by the MMSE front-
end over the decorrelating front-end in this case.
When more advanced receivers like MMSE-SIC
are adopted, the performance gain is expected to
become larger.

RATE-EFFICIENT
CHANNEL ESTIMATION: 

SEMI-BLIND APPROACHES

In the previous section we introduce an efficient
inversion technique based on the state-space
approach that can be used for advanced long
code WCDMA receivers such as MUD and
MMSE-SIC to improve receiver performance.

Another improvement for WCDMA can be
attained using semi-blind channel estimation
techniques that exploit unknown data as well as
known pilot symbols. These techniques are espe-
cially worth considering for 3GPP Release 7 in
which higher order modulations, such as 64-
quadrature amplitude modulation (QAM) for
downlink and 16-QAM for uplink, are adopted,
and the importance of channel estimation is
emphasized. Furthermore, terminals completely
shut down transmission (even including the
transmission of pilot channel) to save battery
when there is no data to transmit. Thus, it is
indeed desirable to use all available signal for
channel estimation during transmission. There is
vast literature in the area of blind and semi-
blind channel estimation for CDMA systems
(e.g., [13]). In this section we consider one exam-
ple of semi-blind channel estimation techniques
suited to WCDMA data structure [14], and show
the benefit of semi-blind techniques that use
both unknown data and pilot symbols for chan-
nel estimation.

The WCDMA uplink physical layer has two
code channels:a  dedicated physical control
channel (DPCCH) and a dedicated physical data
channel (DPDCH). The DPCCH carries known
pilot symbols and control bits, while the DPDCH
is the payload containing unknown data symbols.
Typically, the pilot-based channel estimation for
WCDMA first calculates the slot average, and
several slot averages are combined with proper
weighting to yield a channel estimate for the cur-
rent slot period [15]. However, this conventional
method uses only known pilot symbols, and
unknown data from the same user (as well as
other user signals) acts as interference to chan-
nel estimation. In the context of interference
cancellation, an iterative channel estimation
method can be used [10]. That is, when the traf-
fic-to-pilot power ratio is large3 and the decod-
ing of data using the pilot-based channel
estimate is successful, we can re-estimate the
channel using the known data to yield a better
channel estimate that can be used for signal
reconstruction for interference cancellation. For
the first decoding, however, the traffic channel
with large traffic-to-pilot power ratio results in
interference to channel estimation based on the
pilot channel in a multipath environment. For
applications like VoIP, in addition, the traffic-to-
pilot power ratio is not as high, and the iterative
approach is not as attractive. Thus, it is desirable
to use the unknown data simultaneously with the

n Figure 3. An implementation of long code MUD based on the state-space approach.
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pilot symbols to produce a better channel esti-
mate. The signal model incorporating both pilot
and data is given by

y = Tp(IM ⊗ h)sp + Td(IM ⊗ h)sd + w,
= H(sp)h + Td(IM ⊗ h)sd + w,              (3)

where Tp and Td are the code matrices com-
posed of pilot spreading code and data spread-
ing code, respectively, h is the L × 1 FIR channel
vector, sp and sd are vectors containing pilot
symbols and data symbols, respectively, IM is an
identity matrix with size M, and ⊗ is the Kro-
necker product. For the first term in the right-
hand side of the second equation, the filtering
form is rewritten in the data matrix form using
the linearity of the channel and knowledge of
the pilot symbols. The maximum likelihood esti-
mation (MLE) for h based on the pilot is given
by the least square solution under the AWGN
assumption, which is further simplified to the
conventional pilot filter by assuming large
spreading gain. In this case each channel tap
coefficient is estimated simply by the correlation
between the received signal and the pseudo-ran-
dom code. For this method, however, the self-
interference from the pilot channel and data
channel is caused for each tap estimate by multi-
path fading.

There are several ways to use the unknown
data in the above equation simultaneously for
channel estimation. We introduce a semi-blind
method based on projection from [14]. Note
that the signal subspace of the data part in Eq.
3 is still known even if the data symbols are
unknown, and the basis of the signal subspace
is given by the columns of Td. Thus, the inter-
ference from unknown data can effectively be
removed by projecting the received signal onto
a proper subspace. This can be achieved by
either orthogonal or oblique projection.
Orthogonal projection projects the received sig-
nal y onto the orthogonal space of the data sig-
nal subspace Td,  while oblique projection
projects y along with the subspace of Td yield-
ing H(sp)h as the projection image. Figure 5
shows the relationship between the correspond-
ing subspaces. Once projection is applied, the
channel can then be estimated using several
methods such as an MLE or MMSE estimator.
For an example of orthogonal projection P with
PTd = 0, the projected signal Py does not have
interference from the DPDCH. Based on the
projected signal, the MLE or MMSE estimate
of h can be obtained.

Figure 6 shows the performance of semi-blind
estimation based on orthogonal projection.
Here, the traffic-to-pilot power ratio is set to 3
dB, the number of pilot symbols is four, and the
number of channel taps is three. It is shown that
the semi-blind method achieves the Cramér-Rao
bound (CRB) for unbiased estimators, and out-
performs the pilot-based estimation at interme-
diate and high SNR, and the gain increases as
the SNR increases further. This is because at
high SNR the data channel introduces self-inter-
ference due to multipath fading, and the perfor-
mance is limited by this interference. Note that
the MMSE estimation combined with the semi-
blind technique shows desirable performance; at

low SNR a performance gain is obtained by sup-
pressing noise enhancement by the MMSE
method, and at high SNR interference from the
DPDCH is effectively removed by the semi-blind
technique. (Note also that MMSE-based semi-
blind estimation outperforms the CRB for unbi-
ased estimators at low SNR. This is because
MMSE-based estimation is not unbiased.) Con-
sidering that operating normalized MSE is less
than –10 dB (even lower for higher order modu-
lation), significant gain can be obtained from
semi-blind estimation techniques as illustrated in
this example.

Semi-blind channel estimation methods would
require more complexity than conventional pilot-
based approaches. However, these methods can
be implemented efficiently too. For our example

n Figure 5. Projection-based semi-blind estimation: signal space decomposi-
tion.
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of the orthogonal-projection-based semi-blind
method, orthogonal projection can be imple-
mented efficiently using the state-space inversion
in the previous section since it involves the
inversion of the code matrix Td, which is a sparse
matrix. The interference from other user signals
can also be effectively removed by interference
cancellation or joint MUD described in the pre-
vious section.

CONCLUSION
In this article we have considered several
advanced signal processing techniques to
improve the receiver performance further for
WCDMA systems. With exponentially increasing
processing power, challenging receiver algo-
rithms such as optimal MUD and semi-blind
channel estimation are worth considering for
implementation. Even though fast inversion
based on the state-space approach is tailored to
CDMA MUD here, the algorithm can be used
for many other applications requiring inversion
of large structured matrices. Also, semi-blind
estimation techniques can find use in many
other communication receiver designs to provide
rate-efficient transmission.
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