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Transmit-reference (TR) is known as a realistic but low data rate
candidate for ultra-wideband (UWB) communication systems.
Higher data rates are possible but give rise to interpulse, inter-
frame, and intersymbol interference, and thus require some form
of equalization. In this paper, we discuss a suitable receiver al-
gorithm and its complexity, and derive the associated maximal
data rate.

1. INTRODUCTION

Since 2002, ultra-wideband (UWB) has received special
research interest as a promising technology for high speed,
high precision, strong penetration short-range wireless
communication applications. Impulse radio (IR UWB)
schemes have been proposed but present significant chal-
lenges: it is not possible to sample and process at Nyquist
rate (several GHz), and dense multipath requires RAKE
receivers with more taps than feasible. Moreover, the
ultra-short pulses with duration of only a fraction of a
nanosecond requires strict timing synchronization [3].
The transmit-reference (TR) scheme first proposed for
UWB in [4, 5] emerges as a realistic candidate that can
effectively deal with these challenges. By transmitting
pulses in pairs (or doublets) in which both pulses are dis-
torted by the same channel, and using an autocorrelation
receiver, the total energy of the channel is gathered to de-
tect the signal without having to estimate individual chan-
nel multipath components. The simple delay (at the trans-
mitter), correlation and integration operations (at the re-
ceiver) ease the timing synchronization requirements [6]
and reduce the transceiver’s complexity.
Most TR-UWB schemes for simplicity assume that the
pulse spacing D in a doublet is longer than the channel
length Th to prevent inter-pulse interference (IPI). Also
the frame period Tf is often chosen such that there is
no inter-frame interference (IFI). Together this leads to
Tf > 3Th, resulting in a low data rate (Th can be 50–200
ns). Also, wideband delay lines longer than a few pulse
widths are difficult to implement with high accuracy [7].
Therefore, in [8], we have considered a TR-UWB scheme
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Figure 2: Pulse sequence structure

where the pulse spacing D is very short, much shorter
than the channel length Th. In [1], we further considered
Tf < Th, and introduced equalization schemes to remove
the IPI and IFI. As a result, the frame rate can be at least
three times higher than in the preceding schemes. In [2]
we have extended this scheme to a CDMA-like multiuser
context.
In this paper, we present the receiver algorithms for this
system, derive the complexity, and analyze the constraints
on the design parameters in relation to practical system
design.

2. DATA MODEL

2.1. Single frame

In TR-UWB systems, pulses are transmitted in pairs (dou-
blets), one doublet per frame. Within a frame, the first
pulse is fixed, while the second pulse, delayed by D sec-
onds, has information in its polarity: s0 ∈ {−1,+1}. The
received signal at the antenna output due to one transmit-
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Figure 3: The data model for the single user, single delay case (time offset not shown)

ted frame is

y0(t) = h(t) + s0 · h(t−D) ,

where h(t) = hp(t) ∗ g(t) ∗ a(t) is the equivalent chan-
nel: the physical channel convolved with pulse shape and
antenna response.
The receiver structure for a single frame is shown in Fig. 1,
in which y0(t) is multiplied with a delayed (byD) version
of itself before being integrated and dumped. The sam-
pling period is Tsam, and we use oversampling by taking
P samples per frame: Tsam =

Tf

P
. The resulting signal at

the multiplier’s output is

x0(t) := y0(t)y0(t−D)

= [h(t) + s0h(t−D)][h(t−D) + s0h(t− 2D)]

= [h(t)h(t−D) + h(t−D)h(t− 2D)]

+s0[h
2(t−D) + h(t)h(t− 2D)] .

Define the channel autocorrelation function as

R(τ, n) =

∫ nTsam

(n−1)Tsam

h(t)h(t− τ)dt .

After integrate-and-dump, the received samples are

x0[n] = [R(0, n− D
Tsam

) +R(2D,n)]s

+[R(D,n) +R(D,n− D
Tsam

)] .
(1)

The dominant term is the matched term, R(0), which con-
tains the energy of the channel segments. The unmatched
terms R(τ) with τ ∈ {D, 2D} can be ignored if we
choose D > τ0, where τ0 is a certain correlation length,
often very small (less than a nanosecond) for typical UWB
channels, and dependent on channel statistics and antenna
responses.

The oversampling process (by integrate and dump with
Tsam < Tf � Th) divides the spreading channel into
Lh = b Th

Tsam
c segments (or sub-channels). Each segment

has its own “channel energy” and ”channel autocorrela-
tion function”. The original channel h(t) is now replaced
by Lh parameters related to the energy of the channel seg-
ments:

h[n] =

∫ nTsam

(n−1)Tsam

h2(t)dt n = 1, · · · , Lh . (2)

Define the corresponding TR-UWB “channel” vector as

h = [h[1], · · · , h[Lh]]T . (3)

After stacking all discrete samples together in a vector x0

and ignoring the cross-terms in (1), we have a generic data
model for a single frame as

x0 = h · s0 + noise . (4)

2.2. Multiple frames

We extend the preceding model to the transmission of Nf

consecutive frames. Each frame has duration Tf , and is
assigned a data bit sj in the polarity of its second pulse.
The frame period Tf is much shorter than the channel
length Th. At the receiver, new crossterms due to inter-
frame interference occur. As before, crossterms with un-
matched delays can be ignored in the model and will be
treated as a noise-like signal in the receiver algorithm.
However, we still have the matched term that spreads over
some next frames because Th � Tf . These overlapping
parts are IFIs and can be modeled in a channel matrix H

in the data model for multiple frames as

x = Hs + noise (5)
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where x is the stacking of all received samples, s is the un-
known data vector s = [s1 · · · sNf

]T , and H is the channel
matrix that contains shifted versions of the “channel” vec-
tor h in (3). The relation is illustrated in Fig. 3 (left part).
The IFI effect is also visible in this figure from the fact
that many rows in H have more than one nonzero entry.

2.3. Single user, single delay

The preceding preliminary models are extended to the re-
ception of a batch of multiple symbols.
Consider the transmission of a packet of Ns data symbols
s = [s1 · · · sNs

]T , where each symbol si ∈ {+1,−1}
is “spread” over Nf frames of duration Tf . The spac-
ing between two pulses in one frame is fixed at D. Each
frame is assigned a known user code cij ∈ {+1,−1}, j =
1, · · · , Nf . The code varies from frame to frame, and can
vary from symbol to symbol similar to the long code con-
cept in CDMA. The receiver still has the simple structure
with only one correlator as illustrated in Fig. 1. The struc-
ture of the transmitted pulse sequence is shown in Fig. 2.
The received signal at the antenna output is

y(t) =
∑Ns

i=1

∑Nf

j=1[h(t− ((i− 1)Nc + j − 1)NfTf )

+sicijh(t− ((i− 1)Nc + j − 1)NfTf −D)]
(6)

where ci = [ci1, · · · , ciNf
]T is the code vector for the i-th

symbol si.
At the multiplier output, the signal x(t) = y(t)y(t − D)
will be integrated and dumped at the oversampling rate
P = Tf/Tsam. Due to uncorrelated channels, the un-
matched terms and the cross-terms can be ignored for
the purpose of receiver design. The data model in (5)
can be easily extended to include the code cij . The re-

sulting discrete samples x[n] =
∫ nTsam

(n−1)Tsam
x(t)dt, n =

1, · · · , (NsNf − 1)P + Th/Tsam are stacked into a col-
umn vector x, which can be expressed as (see Fig. 3)

x = Hdiag{c1, · · · , cNs
}s + noise (7)

where, as before, H contains shifted versions of the
“channel” vector h, and the ‘diag’ operator puts the vec-
tors c1, · · · , cNs

into a block diagonal matrix.
The data model (7) can also be written in another form,

x = C(INs
⊗ h)s + noise (8)

where ⊗ denotes the Kronecker product and C is the
code matrix of size ((NfNs − 1)Tf + Th)/Tsam ×
(ThNs)/Tsam, with entries taken from ci and structure
illustrated in Fig. 3. This form of data model will be used
to derive the data model for multiuser, multi-delay cases.

2.4. Multiple users, single delay

Now we derive the data model for an asynchronous mul-
tiuser system where the k-th user is characterized by a
code matrix [ck1, · · · , ck,Ns

], channel vector hk, and time
offsetGk = G′

kTsam+gk, 0 ≤ gk < Tsam. The code and
the integer G′

k are known, the channel hk and gk are un-
known. Since each user goes through a different channel,
we can safely assume that two different channels are un-
correlated, which means that all the cross-terms between
two users’ channels are noise-like. Therefore, the received
signal will be modeled as

x =
K∑

k=1

Hkdiag{ck1, · · · , ckNs
}sk + noise

=

K∑

k=1

Ck(I⊗ hk)sk + noise

where Hk, Ck are the channel matrix and code matrix for
the k-th user. They have structure as in Fig. 3, except that
the time offset Gk shows up as G′

k zero padding rows at
the top of the matrices Hk and Ck. The effect of the offset
fraction gk is not visible in the model: only the values of
the entries of the channel vector hk are slightly changed.
The multiuser data model can be straightforwardly de-
rived as

x = CHs + noise (9)

where C = [C1 · · · CK ] is the known code matrix; H =
diag{I ⊗ h1, · · · , I ⊗ hK} is the unknown channel ma-
trix, in which hk contains the unknown channel coeffi-
cients; and s = [sT

1 · · · sT
K ]T contains the unknown source

symbols.

2.5. Multiple users, multiple delays

In the previous sections, we used a fixed delay between the
two pulses in a doublet (frame) to simplify the mathemat-
ical expressions and the receiver structure. However, bet-
ter performance can be achieved if the delay between two
pulses in a doublet is made to vary from frame to frame,
in a known pattern.
Let the spacing between two pulses in a frame be dk

ij

seconds (corresponding to the k-th user, i-th symbol, j-
th frame). As before, we choose the delay dk

ij to be
very small compared to the frame period and the channel
length, i.e., dk

ij � Tf < Th. The values of all the delays
dk

ij are chosen from a finite set dk
ij ∈ {D1, D2, · · · , DM},

of which the pattern is known to the receiver.
At the receiver, we use a bank of correlators, each fol-
lowed by an “integrate and dump” operator as shown in
Fig.4. We have M equations corresponding to the M
branches of correlators D1, · · · , DM . In the single user
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Figure 4: Receiver structure with multiple correlators

case, each equation has a similar expression to (7) and
(8),

x(m) = H(m)diag{c′1, · · · , c′Ns
}s + noise , (10)

(m = 1, · · · ,M), where x(m) is a vector containing the
received samples of the m-th branch, and H(m) is similar
to H as before. The code vector c′i has entries correspond-
ing to each user, frame and delay. If the delay matches
the delay code, the entry contains the corresponding chip
value {+1,−1}, otherwise the entry is 0.
In the data model, we should take into account that all
the branches share the same “channel” coefficients h and
the symbol values s. To this end, we first rewrite the data
model of a single branch that corresponds to delay Dm

(10) in the “code” by “channel” by “data” form, as

x(m) = C(m)(I⊗ h)s + noise , (11)

where C(m) is a code matrix with structure as before, but
with nonzero entries only for frames that have delay codes
that match delay Dm. Stacking all received samples in all
branches into a column vector, the data model for a single
user, multi-delay receiver becomes

x = C(I⊗ h)s + noise , C =



C(1)
...
C(M)


 . (12)

From this equation, the data model for multiuser, multi-
delay receiver case can be straightforwardly derived in a
similar way as presented in the previous section. The mul-
tiuser multi-delay data model becomes

x =




C(1)1 · · · C(1)
K

...
. . .

...

C(M)
1 · · · C(M)

K






I⊗ h1 0

. . .
0 I⊗ hK






s1

...
sK




=: CHs + noise (13)

where C(m)
k is the code matrix corresponding to the k-user,

m-th correlator branch. This matrix contains information
regarding the user’s chip code, delay code, and time offset.

By using a property of the Kronecker product: (I ⊗
hk)sk = (sk ⊗ I)hk, the data model above (x = CHs)
can be rewritten in another form (x = CSh) as

x =




C(1)1 · · · C(1)
K

...
. . .

...

C(M)
1 · · · C(M)

K






s1 ⊗ I 0

. . .
0 sK ⊗ I






h1

...
hK




=: CSh + noise . (14)

3. RECEIVER ALGORITHMS

3.1. Alternating least squares receiver algorithm

In equations (13) and (14),H, S are matrices with known
structures, constructed from the channel vector h and
source symbols vector s, respectively. In this equation,
x is the (known) data sample vector, C is the known code
matrix, while s and h are the unknowns. Based on these
two forms, an alternating least squares (ALS) algorithm
can be implemented as follows.
With an initial channel estimate h(0), for iteration index
i = 1, 2, · · · until convergence,

• keeping the channel h(i−1) fixed, construct the H
matrix, and estimate the source symbols via

s(i) = (CH)†x ,

where (·)† indicates the Moore-Penrose pseudo-
inverse (in this case equal to the left inverse),

• keeping the source symbols s(i) fixed, construct the
S matrix, and estimate the channel coefficients via

h(i) = (CS)†x .

After these iterations, step 1 is repeated once more to get
the final estimate of the source symbols. Hard decisions
can be used in step 1 to further improve the performance.

3.2. Initialization—A blind algorithm

The ALS algorithm needs an initial channel estimate. A
simple blind algorithm, similar to the algorithm in [9], is
as follows. We assume that the code matrix in equation
(13) is tall, which implies

M((NsNf − 1)Tf + Th)/Tsam > KThNs/Tsam

We can then pre-multiply both sides of (13) with the left-
inverse of this known matrix. The resulting multiuser
equation can be decomposed intoK single user equations,

x′
k ≈ (I⊗ hk)sk , k = 1, · · · ,K ,
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where x′
k is the k-th segment of x′ = C†x.

After restacking the vector x′
k into a matrix X′

k of size
Lh ×Ns as in [9], we have

X′
k ≈ hks

T
k .

Subsequently, the channel vector hk and the source sym-
bols sk of the k-th user are found, up to an unknown scal-
ing, by taking a rank-1 approximation of X′

k. This re-
quires the computation of the SVD of X′

k and keeping the
dominant component.

3.3. Computational complexity

The proposed algorithms are all two-step iterations. The
complexity of one iteration is derived here. For simplicity
of the expressions, we assume that all users have the same
parameters and time offsets. As before, Lh = Th

Tsam
is

the channel length in terms of number of samples. Let
L = Th

Tf
= Lh

P
be the channel length in terms of frames,

assumed an integer number here.

1. Given the channel coefficients h, estimate the
source symbols s by solving x = CHs. This is
done by the following steps:

T = CH : KNsNfLP operations
y = THx : KNsMP (Nf + L)

M = THT : K2NsMP (Nf + L+ L2

Nf
)

Solve Ms = y : NsK
3(2 + L

Nf
)2

The dominant operation is the computation of M.
Thus, the order of complexity of the estimation of s

is K2NsMP (Nf + L+ L2

Nf
).

2. Given s, estimate the channel coefficients h by solv-
ing x = CSh. This is done by the following steps:

T = CS : (only composition)
y = THx : KNsNfLP additions
M = THT : K2NsNfPL

2 additions
Solve Mh = y : K2PL2 operations

In total, the complexity is K2NsNfPL
2 additions

plus K2PL2 multiply/additions.

Overall, solving for s gives the dominant complexity. One
iteration thus has a complexity of order K2NsMP (Nf +

L + L2

Nf
) operations. Per estimated symbol per user, the

complexity is KMP (Nf + L + L2

Nf
). Compare this to

a single antenna CDMA multiuser decorrelating receiver,
which has complexity per user per symbol of order KNf

or LNf , depending on the type of receiver [10]. The
increased complexity (factor MP ) is due to the multi-
branch nature of the TR-UWB receiver structure, and
would be similar to the use of multiple antennas.
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Figure 5: BER vs. SNR performance comparison between
single delay and multi-delay schemes for CM2. Solid:
multiple delays (M = 4), dashed: single delay (M = 1).

4. SIMULATIONS

We simulate an asynchronous multiuser TR-UWB system
with K = 3 equal powered users transmitting Gaussian
monocycle pulses of width 0.2 ns. The spacing between
two pulses in a doublet may vary in frames, symbols and
users, with values taken from the set {1, 2, 3, 4} ns. In
one user’s data packet, we transmit Ns = 10 symbols,
each symbol consists of Nf = 10 frames with duration
Tf = 30 ns. All the users’ symbols and codes are gener-
ated randomly. Each user signal is delayed by a random
(but known) offset of up to one frame duration, rounded
to an integer number of samples. The sampling rate is
Tsam = Tf/P and depends on the chosen over-sampling
rate, which can be P ∈ {3, 6, 15} samples per frame.
We use the IEEE channel model CM2, which is always
longer than the frame period, implying that inter-frame
interference (IFI) does exist. The non-ideal antenna ef-
fect is also included, i.e. a measured antenna response is
convolved with the channel and the pulse.
A reference curve is the performance of the zero-forcing
receiver when the channel coefficients are completely
known.
Fig. 5 shows the BER performance gain of the multiple
delay scheme (with M = 4 different delays in total) com-
pared to the single delay scheme for the IEEE channel
model CM2. The solid lines denote the multiple delay
case, the dashed lines denote the single delay case. It is
seen that the gain is significant, both for the blind algo-
rithm used for initialization and for the iterative algorithm.
The gaps widen as SNR increases. The main reason is the
’diversity’ offered by the M correlation banks at the re-
ceiver: the code matrix C and the matrices CH, CS are M
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times taller, which will improve the algorithms’ perfor-
mance and eliminate the BER flooring effect in the high
SNR region. M = 4 delays gives performance quite close
to the reference curve (ZF receiver with known channel).

5. TRANSCEIVER DESIGN ISSUES

To conclude the paper, we will take into account some of
the implications in this paper for the design of a practical
TR-UWB system. What are the constraints on the system
parameter values?
A first constraint is posed by the receiver bandwidth,
which is limited by spectral masks or antenna design con-
straints. The finite bandwidth determines the correlation
distance τ0. In the receiver algorithm design, we ig-
nored all correlations beyond τ0. For the practical an-
tenna used in the simulations (bandwidth 5 GHz), we
found that we can safely choose τ0 = 1 ns. There-
fore, the most closely spaced set of possible delays is
{D1, · · · , DM} = {1, 2, 3, · · · } ns.
The number of delays M is often constrained by practi-
cal considerations: the analog delay lines do take physical
space in the receiver, and the receiver algorithm’s com-
plexity increases linearly with M . Therefore, we can of-
ten afford only a limited number of delays, say, M ≤ 5.
Two constraints restrict the choice of the frame size Tf .
Firstly, the last pulse of a frame must not overlap with the
first pulse of the next frame, even after a maximal delay
DM . Therefore,

Tf > 2Mτ0 .

Secondly, for the blind initialization algorithm described
in section 3.2 to work, the code matrix C must be invert-
ible, hence tall, which implies the condition: M((NsNf−
1)Tf + Th)/Tsam > KThNs/Tsam. This can be approx-
imately reduced to:

MNfTf > KTh .

This expression defines a trade-off between the coding
gain (or the symbol period Ts = NfTf ) and the number
of users K given the number of delays M and the channel
length Th.
If our aim is to have as high-rate system as possible, then
we would set K = 1 user, and Nf = 1 chips/symbol. The
two preceding inequalities give

Th

Tf

< M <
1

2

Tf

τ0

which leads to

Tf >
√

2Thτ0 .

This provides a limit on the data rate. For example, if
Th = 80 ns and τ0 = 1 ns, then Tf > 13 ns. To have
an integer M , we choose Tf a bit larger, e.g., Tf = 15 ns
corresponding to a data rate of about 66 Mbps. It follows
that M ∈ {6, 7}.
For a more economic receiver, we would probably take
the code length Nf larger. This will lead to a lower data
rate, and enables a lower M .
The oversampling rate P can be chosen based on the
trade-off between the BER performance (shown in sim-
ulations) and the receiver’s complexity (shown in section
3.3). Computationally, oversampling (P ) and multiple de-
lays (M ) play almost equivalent roles. Both give rise to a
multi-branch model. The difference is in the complexity
of the analog hardware: oversampling requires faster sam-
plers, whereas multiple delays require more circuitry that
runs in parallel. Increasing the code length (Nf ) does not
cost additional hardware but slows down the data rate and
improves the BER performance as usual.
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