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Summary

A future home area network (HAN) is envisaged to consist of a large number of

devices that support various applications such as smart grid, security and safety

systems, voice call, and video streaming. Most of these home devices are commu-

nicating based on various wireless networking technologies such as WiFi, ZigBee

and Bluetooth, which typically operate in the already congested ISM licensed-free

frequency bands. As these devices are located in a small physical space (i.e., limited

by the size of the house), they might interfere with one another, which causes a se-

vere limitation to the quality-of-service (QoS) such as throughput. These issues are

further aggravated in dense cities where the HAN also receives interference from

neighboring HANs. Cognitive radio (CR) is seen as one of the most promising

technologies to solve these problems and at the same time fulfill the HANs com-

munication needs. CR technology enables the HAN devices to intelligently exploit

idle spectrum including licensed spectrum for their communications, avoiding from

being interfered as well as causing interference to others (in particular the incum-

bent user). We study these problems and the appropriateness of CR as a candidate

solution.

We start by designing a new communication system for HAN based on CR tech-

nology and clustered network topology, called TD-CRHAN. TD-CRHAN aims at

sustainably and efficiently supports the ever-rising throughput demand as well as

solving the interference issue in HAN. In TD-CRHAN, the achievable throughput

is optimized to be just equal or slightly higher than the total network’s throughput

demand, instead of being maximized. We then mathematically model the proposed

TD-CRHAN where in the model, general expressions of the cooperative spectrum

sensing performance parameters are considered. This allows us to analyze the per-

formance of TD-CRHAN for more realistic scenarios where the incumbent user
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signal-to-noise-ratio (SNR) is not the same at different sensing devices. We pro-

vide the performance analysis on the proposed design numerically and through

simulation.

As a cognitive radio based network also imposes additional overhead in en-

ergy consumption due to spectrum sensing, we then propose an energy efficient

cooperative spectrum sensing (CSS) scheme. The scheme is designed based on the

proposed TD-CRHAN. In this scheme we also ensure that the throughput demand

is kept satisfied efficiently. From the difference in sensing devices’ incumbent user

SNR (that is previously considered), we select the optimal sensing devices for CSS

with the corresponding sensing time and detection probability, which can be varied

from one sensing device to another. We then evaluate the proposed CSS scheme

and exhibit the gains obtained in energy- and throughput-efficiency.

Finally, we present a sensing device grouping and scheduling scheme for multi-

channel CSS. In addition to the energy- and throughput-efficiency, this scheme

addresses the fairness in spectrum sensing load distribution among the available

sensing devices in a HAN. In this work, we consider the fairness objective as to

maximize the lifetime of each sensing device to its expected lifetime. In the pro-

posed scheme, we determine the optimal number of channels that should be used

for the network and the selected channels. We also determine the optimal number

of devices in each sensing group and which devices. Subsequently, we optimally

schedule the formed sensing groups to sense the selected channels. We provide the

results and the analysis on our proposed scheme to illustrate its performance.
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Chapter 1
Introduction

1.1 Motivation

Spectrum Shortage

Today, wireless technology has become an important part of our life. At home, it

brings ease and convenience to manage our surrounding including accessing the

internet, connecting devices in the home entertainment system (e.g., TV, video

player and audio system), opening and closing the garage, controlling electrical

appliances, making a voice or video call, and many more.

Wireless technology functions by transmitting radio or electromagnetic waves

at a certain frequency channel in the wireless spectrum. For home communication

this usually occurs in a license-exempted frequency band such as the ISM 2.4-

GHz band. As the number of devices requiring access to the spectrum in a house is

becoming larger, using the license-exempted frequency band alone is not sufficient,

particularly for a house that is situated in a dense city such as shown in Figure 1.1,

because devices in neighboring residential units are also competing for spectrum.

For instance, for the WiFi wireless network alone, besides our own house, often

we can detect more than ten neighbors’ access points in the surrounding which are

also competing to access the 2.4-GHz ISM frequency band, nevertheless there are

only three orthogonal channels available (e.g., WiFi channel 1, 6 and 11). Hence,

it is very difficult (nearly impossible) to find a channel that is not overlapped for

the home WiFi network to operate. The overlapped operating channel can cause

interference or disturbance to the communication which results in a backoff or even

a retransmission, which is costly in terms of delay and energy.

1
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Figure 1.1: Scenario of a dense HAN in a dense city.

Moreover, in some areas in the house, the access point signal strength of some

neighbors might be stronger than the one in our own house. In addition, the current

fixed channel configuration practice for networks in the house can also cause a

degradation in the devices’ communication quality as time passes. Even though the

network is initially configured to use a good channel (which is already quite difficult

particularly for a non-technical end-user), the channel conditions might vary in time

due to changing of the surrounding environment, for example due to a new wireless

access point deployed by a neighbor. Furthermore, many new spectrum-hungry

home wireless technologies and applications are being introduced. Worse, in the

near future, it is envisioned that every device in the house will need to communicate

in order to function (for example in the Smart Grid [1] and the Internet-of-Things

[2] visions).

It is expected that if the rise of this communication demand is not dealt with

properly, the home area networks (HAN) could fail at a certain point. The un-

compressed video stream will be distorted, the voice call will be noisy, Internet

browsing will have a long latency, and even worse, the home safety system such as

the fire or smoke detector will fail to deliver an alert on an event of fire. Hence, a

sustainable solution should be reached to prevent these problems.

Spectrum Sharing

As a partial solution, it is desired that the HAN can utilize any idle frequency

channel in the spectrum, beyond the already overcrowded frequency channels in the

license-exempted frequency bands [3]. Moreover, it has been well reported in the
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literature that most of the allocated1 licensed frequency channels in the spectrum

are not utilized all the time, and moreover, in certain areas, particularly in the rural

areas, some of the allocated spectrum is not even used [5, 6, 7, 8].

Therefore, it would be promising if every network in the house can autonomously

select the best set of channels to operate. The networks should be able to change

the currently used channels whenever needed (e.g., due to interference). Besides,

as different areas in the house can be affected by different interference sources, it

is desirable that home networks can operate in a distributed multi-channel manner,

such that each area can operate using a different set of channels.

It has been recognized that one of the most promising technologies that can

provide the aforementioned features is cognitive radio (CR). CR is defined as an

intelligent wireless communication system that is aware of its surrounding environ-

ment e.g., spectrum utilization and conditions, and adapts its operation by making

corresponding changes in certain communication parameters e.g., the operating fre-

quency channel and transmission power, such that a reliable communication may be

carried out [9]. CR enables devices in the house to opportunistically access and uti-

lize an unused frequency channel (also known as a “spectrum hole” [6]) including

the licensed bands. By exploiting CR’s awareness ability, the frequency channel

can also be dynamically vacated whenever the incumbent user of the channel is

present or the channel quality has degraded to a certain level.

Other Solutions

Besides spectrum sharing, other possible solutions to the increasing communication

demand in HAN include exploring a higher frequency band in the spectrum among

the unlicensed bands such as the 60-GHz band, or utilizing multiple input multiple

output (MIMO) technology.

Unlike the lower frequency spectrum of the unlicensed bands such as the 2.4-

GHz and 5-GHz bands, the 60-GHz unlicensed band is relatively uncongested [10].

As recommended by the ITU-R, this band comprises of four orthogonal channels

with a very wide bandwidth of 2.16 GHz. The upcoming WiFi based 802.11ad will

be using this technology, which can achieve up to 7 Gbit/s. However, the usage

of this band is targeted mainly for broadband applications such as uncompressed

high definition (HD) video streaming, wireless display and multimedia backhaul.

1In the current practice, the spectrum is divided into bands, and each band is designated to a

certain party for a certain application which is fixed. The main reason is to avoid collisions and

interference, and prevent disasters such as the Titanic incident [4] from happening again.
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Using this band requires a higher power compared to the lower bands. This is due

to the fact that the signal attenuation is more severe mainly due to the increase of

free space path loss (68 dB for propagation over 1 m) and shadowing (from a few

dB to more than 30 dB) [10]. Because of the severe attenuation, it is suggested

that this technology is mainly employed for a line-of-sight (LOS) communications

[11, 12]. In addition, as highly directional antennas are needed at both transmit-

ter and receiver to combat the propagation loss, this has increased the complexity

particularly to the medium access control (MAC) layer protocol [11, 12].

In MIMO, the capacity of a channel is multiplied by using multiple antennas

and exploiting diversity from the effect of multipath fading. It has been widely used

in many commercial wireless technologies such as WiFi based IEEE 802.11n [13],

WiMAX based IEEE 802.16-2004 [14], and 4G based 3rd generation partnership

project (3GPP) long term evolution (LTE) [15]. At higher frequencies, the shorter

wavelengths suggest that a very large number of antennas, in the order of hundreds

or even thousands, can be supported. This is exploited in the recent technology

called Massive MIMO [16]. In addition, MIMO technology has also emerged to

support multiple users simultaneously. This new communication system is called

Multi-user MIMO (MU-MIMO) which is basically an extension of space division

multiple access (SDMA) [17]. However, MIMO imposes a high complexity in

the hardware including the RF amplifier at the front end and the analog-to-digital

converter. It also increases the complexity in signal processing at both transmitter

and receiver ends as well as the power consumed.

1.2 Problem Statement

The main research question that we will address in this thesis is: how to make

the HAN sustainable such that it is able to satisfy the growth of the throughput

demand. We will propose a clustered topology and cognitive radio based commu-

nication solution called TD-CRHAN. However, CR-based communication brings

new challenges, which need to be addressed to ensure its benefits. Challenges that

will be explored in this thesis are as follows:

1. How to optimally meet the throughput demand. CR-based networks are

currently considered as secondary networks. Such networks have to guar-

antee that in exploiting the spectrum holes, they do not cause any harmful

interference to any legacy network such as the TV broadcasting, licensed

wireless microphones, and first responder networks such as the terrestrial



1.2. Problem Statement 5

trunked radio (TETRA) radio system. Hence, CR-based networks have to

sense the spectrum before it can be utilized for data transmission. Typically,

each CR frame or superframe will consist of two main parts: one part for

spectrum sensing (usually is the first part), and another part for data trans-

mission [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. This spectrum sensing

is a key component in CR that can degrades the communication throughput

significantly compared to current networks. For example: in [22], more than

42% of the frame time is allocated to spectrum sensing; in [19] more than

48% of the frame time is required for spectrum sensing at −23 dB signal-to-

noise-ratio (SNR). In addition, in a real-world implementation as reported in

[29], 170 ms is required to sense a QPSK signal at a SNR of −1 dB, which

is rather long and thus very costly in terms of throughput and energy. On

the other hand, as the spectrum access in CR is not confined to any specific

band and bandwidth size, it is important to ensure that the exploitation is not

overdone. The spectrum exploited has to be optimized to the demand, and

not cause any additional spectrum underutilization, in which increasing the

spectrum utilization is supposed to be one of the important aims of CR [9].

Another challenge in meeting this throughput demand is the variation of envi-

ronmental conditions at different areas within a house including interference

sources, number of devices, type of obstacles, layout and size. In addressing

this, a clustering network topology will be used. Consequently, each area can

be treated differently, for example in terms of channel allocations.

2. How to minimize the spectrum sensing energy overhead. Besides through-

put degradation, spectrum sensing also causes extra energy consumption to

a network, as the transmission and the sensing power consumption are com-

monly (e.g. [22, 24, 30]) considered to be nearly the same. Specifically, this

energy overhead is originated by the sensing time and the number of sensing

devices required to achieve a certain sensing quality such that the require-

ments from the spectrum regulators or the standardization bodies are met,

and at the same time the throughput demand is satisfied. Additionally, in

practice, the incumbent user signal strength varies between different sensing

devices in a house. This results in diverse sensing quality produced by each

sensing device for a certain sensing time. Hence, it is important to determine

the optimal number of sensing devices and which devices to use, together

with the corresponding optimal spectrum sensing time and sensing qualities

expected from each selected device, such that the sensing energy consump-
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tion is minimized and at the same time satisfy the throughput demand.

3. How to efficiently and fairly group and schedule sensing devices for spec-

trum sensing in a multi-channel network. In a CR-based HAN that oper-

ates using multiple channels, multiple spectrum sensing groups should be

formed. Each group then has to be optimally scheduled to sense a corre-

sponding channel. In doing these, it is important that the energy consump-

tion of the spectrum sensing is kept at a minimum and at the same time the

throughput demand is maintained satisfied. In addition, as many sensing de-

vices will be available in a dense HAN, it is very important to fairly distribute

the spectrum sensing burden among these devices. Without a proper scheme,

certain devices will always be loaded with a high sensing burden e.g., al-

ways be selected and given a relatively longer sensing time as compared to

some other devices. This unbalanced spectrum sensing load distribution will

cause the energy of the always-selected devices to be depleted quickly, while

the others still have more remaining energy. Hence, a suitable fairness pa-

rameters should be identified and taken into consideration in formulating the

sensing device grouping and scheduling scheme.

1.3 Related Work

Communication in HAN is becoming more challenging year after year. Currently,

HAN operating based on many different wireless technologies particularly WiFi,

ZigBee and Bluetooth. Many studies have shown that these technologies can be

harmful to one another, particularly when many devices exist and need to com-

municate as envisioned in a future HAN. The performance of ZigBee technology

under the coexistence of Bluetooth, WiFi and interference by microwave ovens has

been studied in [31, 32]. The results from these experiments show a significant

performance degradation of ZigBee coexisting with WiFi and microwave ovens. In

addition, analytical results in [33] also give the same outcome.

A new communication system for HAN should be designed to sustainably sup-

port the communication demand in a house. Cognitive radio (CR), which was first

introduced by Mitola [34], enables a new paradigm on how spectrum can be ex-

ploited. CR is seen as one of the most promising technologies to solve the afore-

mentioned problems where it allows HAN devices to intelligently exploit idle spec-

trum, which is not limited to the unlicensed spectrum, for their communications.
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Spectrum sensing is a crucial component of CR to reliably identify the idle spec-

trum [35]. Cooperative spectrum sensing is an approach where multiple sensing

devices cooperate to assess the condition of the spectrum. This can considerably

improve the sensing reliability by facilitating the sharing of sensing information

between sensing devices, which can improve the sensing performance and reduce

the effect of noise uncertainty, fading and shadowing [36]. By cooperation, the load

from spectrum sensing also can be distributed among the available sensing devices

in the network.

As a CR-based network has to sense the spectrum before utilizing it, this may

result in a degradation to the achievable throughput as compared to a non-CR based

network. Many publications address the effect of spectrum sensing on the achiev-

able throughput. In [18], the spectrum sensing time is optimized to yield the maxi-

mum achievable throughput with a sufficient incumbent user protection constraint.

[19] is the cooperative extension of this work that determines the optimal number

of cooperating devices that should be used for achieving the same objective. A

joint cooperative spectrum sensing and spectrum access framework is proposed in

[20]. In this work, the spectrum sensing time, the number of cooperative sens-

ing devices and the transmission probability are optimally defined such that the

achievable throughput for a given channel set is maximized. Similarly, our previ-

ous work [21], and [22], aims at maximizing the achievable throughput by jointly

considering the optimal spectrum sensing time, the number of cooperating sensing

devices, and the fusion strategy. However, in practice, each network has a cer-

tain throughput demand. Targeting achievable throughput maximization without

considering the actual demand may cause a significant unnecessary tight spectrum

sensing requirement (e.g., spectrum sensing time, probability of detection and num-

ber of cooperating sensing devices). In this thesis, we will aim at tightly satisfying

the throughput demand instead of maximizing it, and we will show that this will

significantly reduce the above-mentioned spectrum sensing requirements.

Besides throughput, spectrum sensing also induces an extra energy overhead to

the network [35]. Among the earliest works that addressed both throughput and en-

ergy efficiency together is by [23]. However, for the throughput, this work focuses

on maximizing it instead of just tightly complying to the throughput demand. We

will show that a significantly better energy efficiency can be achieved with the latter

objective. One of the first works that takes the throughput demand into considera-

tion in designing energy- and throughput-efficient cooperative spectrum sensing is

published in [24]. The goal is to minimize the energy consumption from spectrum

sensing while satisfying the throughput demand from the network. However, the
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impact of different throughput demands to the spectrum sensing parameters and en-

ergy consumption are not analyzed. In addition, most of the current works assign

the same value for the spectrum sensing time and optimization on the individual

spectrum sensing performance parameters (i.e., detection and false alarm probabil-

ities) are not considered. This turns out to be not optimal for a network that has

different incumbent user signal strengths at different sensing devices, which is a

more practical scenario in a HAN.

In a multi-channel network scenario, sensing devices should be optimally se-

lected to form multiple cooperative spectrum sensing groups. The formed groups

should then be optimally scheduled to sense the corresponding channels. Most of

the previous works in this area select the sensing devices based on the incumbent

user signal strength as in [25, 37, 38]. The work in [39] adds another parameter:

the distance of sensing devices to the fusion center, because the closer a sensing

device is to the fusion center, the lower the energy required to transmit the sensing

report. However, by considering only these two parameters, the same devices will

be selected most of the time. Consequently, the lifetime of the network will be

shortened where the energy of the always-selected devices will be depleted faster

while other devices will still have much remaining energy. In fact, different sens-

ing devices might also have different properties such as communication pattern,

expected lifetime and remaining energy. It is crucial that the spectrum sensing load

is distributed fairly among the available sensing devices by taking these parameters

and properties into consideration.

1.4 Outline and Contributions

In this thesis, we aim at designing a cognitive radio (CR)-based communication

system for a home area network (HAN) to sustainably support the ever-rising wire-

less communication demands in a house. The design will also be based on a con-

nected clustered network topology which will provide scalability and flexibility to

the HAN. The details of the proposed design with the corresponding contributions,

which basically address the problems listed in the previous section, are presented

in the subsequent chapters.

Chapter 2

In this chapter, we present further motivations on the home communication chal-

lenges that are addressed in this thesis including some experimental evaluations



1.4. Outline and Contributions 9

on typical and possible communication scenarios in a HAN. We also motivate the

solution that we are going to explore, which is based on cognitive radio technol-

ogy and clustered based topology. We derive some equations that are essential to

evaluate the performance of several proposed designs in the following chapters.

Part of this chapter and the results presented have also appeared in

• Mohd Adib Sarijari et al., “Experimental Studies of the ZigBee Frequency

Agility Mechanism in Home Area Networks”, 39th IEEE Conference on Lo-

cal Computer Networks Workshops (LCN Workshops), Edmonton, Canada,

pp. 711–717, Sept. 2014;

• Mohd Adib Sarijari et al.,“Coexistence of Heterogeneous and Homogeneous

Wireless Technologies in Smart Grid-Home Area Network”, 2013 Interna-

tional Conference on Parallel and Distributed Systems (ICPADS), Seoul,

South Korea, pp. 576–581, Dec. 2013;

• Mohd Adib Sarijari et al., “Interference Issues in Smart Grid Home Area Net-

work to Enable Demand Response And Advanced Metering Infrastructure:

Survey And Solutions”, Open International Journal of Informatics (OIJI),

2013.

Chapter 3

This chapter presents a throughput demand-based communication scheme for home

area networks called TD-CRHAN, which is designed based on a clustered network

system and CR technology. In the TD-CRHAN, the total throughput demand is

used as an additional parameter that is taken into consideration in the design. This

will ensure that the HAN’s network throughput demand is satisfied by setting the

achievable throughput to be just higher or equal to the total throughput demand

instead of maximizing it. The TD-CRHAN is mathematically modeled and the

suitable optimization problem with the corresponding constraints is formulated. In

doing this, general expressions for the cooperative spectrum sensing performance

parameters (i.e., cooperative probability of false alarm, and detection) are consid-

ered. This supports a more realistic scenario where the signal-to-noise-ratio (SNR)

of the incumbent user is not the same at different sensing devices, and also sup-

ports for any fusion rules (i.e., not limited for OR and AND rules only). Finally,

we present a thorough analysis on the performance of the TD-CRHAN, numeri-

cally and through simulations. The performance is compared with the conventional

scheme and the impact of different parameter settings are illustrated.
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This chapter has been published as

• Mohd Adib Sarijari et al., “On Achieving Network Throughput Demand in

Cognitive Radio-based Home Area Networks”, EURASIP Journal on Wire-

less Communications and Networking, Vol. 2015, No. 1, pp. 221, 2015.

Chapter 4

In this chapter, we further work on achieving energy efficiency in cooperative spec-

trum sensing (CSS) while keeping the home networks’ throughput demand satis-

fied. The CSS scheme is designed based on the proposed cognitive radio-based

home area network, which is presented in Chapter 3. In this scheme, the coop-

erating devices are selected, and the sensing time as well as the detection proba-

bility of the corresponding selected devices are jointly determined, based on the

average throughput demand and the incumbent user SNRs. The proposed CSS

scheme is mathematically modeled and an optimization problem is formulated in

which the energy is minimized subject to throughput satisfaction. The problem is

then solved using a widely used optimization method called Markov-Chain-Monte-

Carlo (MCMC), and we specifically use the reversible-jump sampling algorithm.

The performance of the proposed scheme is evaluated and we demonstrate the gain

from different parameter settings as compared to a number of alternative schemes.

This chapter has been submitted as

• Mohd Adib Sarijari et al., “Energy and Throughput Efficient Cooperative

Spectrum Sensing for Cognitive Radio-based Home Area Network”, Submit-

ted to the IEEE Transactions on Cognitive Communications and Networking.

Chapter 5

An optimal sensing device grouping and scheduling scheme for multi-channel CSS

is presented in this chapter. This scheme will optimally determine the number of

channels that should be used for the network and which channels. At the same time,

the optimal number of devices for each sensing group and which selected devices

will also be determined. Additionally, the formed groups will be scheduled to sense

the corresponding selected channels. Subsequently, the optimal spectrum sensing

time and the detection probability for each selected device will be determined. The

objectives are to minimize the energy consumption from spectrum sensing, a fair

distribution of spectrum sensing loads among the available sensing devices, and at

the same time ensuring that the throughput demand remains satisfied. A fairness
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coefficient will be introduced in this chapter that aims to maximize the lifetime of

each sensing device to its expected lifetime. The problem is then mathematically

modeled. We indicate a solution to the formulated problem using a combination

of exhaustive search and the MCMC algorithm. Finally, the performance of the

proposed scheme is evaluated and presented.

Chapter 6

In this chapter, the major results and findings are highlighted and the conclusions of

this thesis are presented. We also discuss some future research directions regarding

this exciting topic, including some further work that should be considered in order

to realized the proposed cognitive radio-based home communication system.
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Chapter 2
Home Area Networks:

Communication Challenges and

Background of the Proposed

Solution

In this chapter we motivate further the problems and the proposed solutions which

are initially mentioned in the previous chapter, and we present some background

information as a preparation to read the rest of the thesis. We begin with discussing

home communication scenarios that lead to the interference problem and the need

for more spectrum in home area networks (HAN). Then, we present a realistic

HAN experiment to better understand the problem, and to come out with the most

appropriate solution. Later on, we conceptually introduce our proposed solution

which is based on the cognitive radio technology and a clustered network topology.

We then derive some equations which will be used to analyze, evaluate and prove

various system designs proposed in the following chapters of thesis.

2.1 Heterogeneous Wireless Communication Technology

in Home Area Networks

A typical home environment consists of various wireless technologies, in particu-

lar WiFi, ZigBee, and Bluetooth which usually operate in the ISM license-exempt

13
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frequency band [3]. The WiFi technology is typically used for home entertainment

systems, home security systems and human-centric applications including video

streaming, Voice over Internet Protocol (VoIP), and video conferencing. The Zig-

Bee technology, on the other hand, is used for low data-rate applications such as

home safety systems, remote controls, and machine-to-machine applications (e.g.,

home automation). The Bluetooth technology is employed for short-range devices

including headphones, hands-free gadgets, mice and keyboards, and it is also useful

in eliminating cabling needs between electronic devices and accessories. Addition-

ally, appliances like a microwave oven1 exist as well in a HAN. Figure 2.1 illus-

trates a typical HAN which comprises WiFi-based, ZigBee-based and Bluetooth-

based devices. It is envisaged that a future HAN consists of a large number of these

devices that support many applications including the current ones as the afore-

mentioned, and the forthcoming ones, such as uncompressed high definition video

streaming, high speed data transfer (e.g., wireless USB) and smart-grid.

2.2 Interference in Home Area Networks

When many HAN devices with different wireless technologies and applications

coexist in a small physical space (i.e., limited by the size of the house) – and so

create a dense HAN, they might interfere one another and thus severely limit the

quality-of-service (QoS), such as throughput. Worse, it can be harmful, particularly

to devices which are based on a low-power communication technology such as Zig-

Bee. These issues are further aggravated in dense cities where a specific HAN also

receives interference from neighboring HANs. Hence, towards this end, various

interference mitigation techniques have been specified by many wireless communi-

cation technology alliances in addition to existing features present in the standards

they are based on. For example, the ZigBee Alliance has introduced the Frequency

Agility mechanism (functioning at the Network Layer) [40] as an additional inter-

ference mitigation technique on top of Direct Sequence Spread Spectrum (at the

Physical Layer) and Carrier Sense Multiple Access (at the Medium Access Control

Layer (MAC)) that has been defined in the IEEE 802.15.4 standard [41], on which

ZigBee is based.

1A microwave oven emits electromagnetic radiation to heat and cook food. A typical consumer

microwave oven radiates at a center frequency of 2.45 GHz which falls within the 2.4-GHz ISM

frequency band.
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Figure 2.1: Heterogeneous Wireless Technologies in Home Area Network.

2.2.1 ZigBee Frequency Agility Mechanism

The ZigBee Frequency Agility mechanism provides a ZigBee network with the

capability to detect interference on the current operating frequency channel, sense

other channels in the entire ISM 2.4-GHz band, and switch the network to a new

channel that has the least interference level. In essence, the ZigBee Frequency

Agility operation can be divided into three phases [40] as shown in Figure 2.2:

i) Interference Detection: the ZigBee Coordinator and Router monitor a num-

ber of unsuccessful network-layer packets; if the packet error rate (PER),

defined as the ratio of unsuccessful packets (nFail) to the total number of

sent packets (nSent), is greater than twenty-five percent, then interference is

deduced. For the interference detection mechanism to work, the minimum

number of packets sent must be at least twenty.
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Figure 2.2: ZigBee Frequency Agility operation.
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ii) Channel Evaluation: once the ZigBee Coordinator or Router has deduced

that interference is present in the current frequency channel, then it will scan

the energy level present in all the the channels operating in 2.4–2.4835 GHz

(the 2.4-GHz band).

iii) Interference Mitigation: Upon deciding to switch channel, the ZigBee Coor-

dinator or Router reports to the Network Channel Manager; the default Net-

work Channel Manager is the ZigBee Coordinator. When the interference

report is received by the Network Channel Manager, it will decides whether

a network channel switch will take place. If the Network Channel Manager

makes the decision to switch channel, then it selects the best channel obtained

in Phase (ii) and broadcasts that to all nodes in the network.

2.2.2 Experimental Evaluation of ZigBee Frequency Agility Mecha-

nism

In order to gain insight on the ability of the ZigBee Frequency Agility mechanism

in mitigating interference in a realistic environment, an experimental HAN testbed

in an ordinary home environment with a realistic application traffic (i.e., daily activ-

ities of home dwellers) as shown in Figure 2.3 has been setup. The testbed consists

of ZigBee-based devices, WiFi-based devices and a microwave oven operating in

the 2.4-GHz band. The ZigBee-based devices comprise one ZigBee Coordinator

and three ZigBee End-Devices (including a smart TV, a washing machine, and a

microwave oven). The ZigBee Coordinator and the End-Devices collectively form

a Wireless Personal Area Network (WPAN). The WiFi-based devices constitute a

wireless local area network (WLAN) which consists of one WiFi access point, two

laptops, two smartphones and the smart TV that is already ZigBee-enabled.

Each ZigBee-based device is equipped with a Tmote Sky wireless module [42],

realizing the IEEE 802.15.4 Physical and MAC protocols. Each wireless module

runs the TinyOS [43] operating system. We implemented the ZigBee Frequency

Agility mechanism in the ZigBee Coordinator device. The wireless module can

operate in one of the 16 orthogonal channels available in the 2.4-GHz band starting

with channel 11; channels 1 to 10 are not located in the 2.4-GHz band. The center

frequency for each channel is given as follows:

fc = 2.400 + 0.005 · (ChannelNumber− 10) GHz (2.1)

For the WLAN, the WiFi technology is based on IEEE 802.11g. There are 13

channels available for 802.11g in 2.4-GHz band with a 20-MHz bandwidth. The
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Figure 2.3: A Home Area Networks testbed.

center frequency for each WiFi channel is given as,

fc = 2.407 + 0.005 · ChannelNumber GHz (2.2)

For the microwave oven, a Daewoo KOC9Q1TSL with an operating frequency

of 2.45 GHz and a maximum transmit power of 900 Watt was used. The microwave

oven occupies the entire 2.4-GHz ISM band [44].

Two different experiments were performed, and in all the experiments, the pa-

rameter configurations of the ZigBee-based devices were set according to Table

2.1. For WiFi-based devices, the default parameter configuration was used except

the WiFi access point was configured to operate at channel 3. Experiment 1 aims

at evaluating the ZigBee Frequency Agility mechanism effectiveness under ZigBee

normal operation. This is, the ZigBee Coordinator performed an energy scan on

all the 16 channels and selected the channel with the lowest received energy level

for use during WPAN startup. In order to evaluate the ZigBee Frequency Agility

mechanism effectiveness, the ZigBee Coordinator was set to continuously transmit

fixed size network-layer packets to each of ZigBee End-Device in a round-robin
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Table 2.1: ZigBee parameters and the respective value

ZigBee parameters Value

Physical layer packet size 50 bytes

Transmission power 0 dBm

MAC Acknowledgement Enabled

Maximum MAC retransmission 4 times

Channel bandwidth 2 MHz

fashion. Each network-layer packet was generated at an interval of 10 ms. The

experiment was run for a period of one day. In addition, the ZigBee coordinator

was configured to collect the RSSI values of the channel each time before a packet

was transmitted. This is to measure the interference level of the channel throughout

the experiment.

Experiment 2 aims at evaluating the capability of the ZigBee Frequency Agility

mechanism in detecting and mitigating interference caused by WiFi-based devices

and a microwave oven. Thus, the ZigBee WPAN was configured to operate on a

particular channel (i.e., channel 15, fc = 2.425 GHz) where its channel bandwidth

falls inside the WLAN channel bandwidth. A YouTube full high-definition video

clip was streamed to the smart TV and the two laptops from the Internet. At a later

time, the microwave oven was switched on for a duration of 8 minutes in order

to further instill interference to the ZigBee WPAN. Analogous to Experiment 1,

network-layer packets were generated and transmitted at a 10-ms interval from the

ZigBee Coordinator to the three ZigBee End-Devices in a round-robin manner. The

experiment was run for a period of 45 minutes.

2.2.3 Results from the Experiments

The performance metrics used to study the ZigBee Frequency Agility mechanism

are as follows:

Packet error rate (PER): the PER is the ratio of unsuccessful received packets to

the total number of sent packets. This is calculated at the Network Layer.

Received signal strength indicator (RSSI): the RSSI is the energy which is mea-

sured at the radio frequency (RF) pin of the Tmote Sky’s radio transceiver chip

(CC2420) [30]. It is used to indicate the energy level of the channel or the re-

ceived packet including the acknowledgment packet.
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Fig. 4. RSSI reading at Zigbee Coordinator. 

In-home WiFi operating at 

channel 3 (fc = 2.422 GHz) 

Figure 2.4: RSSI reading at Zigbee Coordinator.

Throughput: The throughput is the amount of correctly received data in bits per

second.

Response time: The response time is the amount of time taken for ZigBee Fre-

quency Agility mechanism to mitigate the interference.

Experiment 1

Figure 2.4 plots the RSSI values that were obtained by scanning all the 16 channels

using the ZigBee Coordinator at network startup for indoor and outdoor environ-

ments. From the outdoor plot, it can be seen that the RSSI levels for all the 16

channels are very low (i.e., less than −97 dBm). This indicates that the area is free

from interference. Hence the outdoor plot is used as the reference for comparison

with the RSSI level in the presence of interference as well as the RSSI level during

the packet reception. For the indoor plot, the curve shows that there are two strong

interfering signals at ZigBee channel 13 and 22 at fc = 2.415 GHz and 2.460 GHz,

respectively. This is due to the fact that these two ZigBee channels overlap with

the WiFi channels 1 and 11 at fc = 2.412 GHz and 2.462 GHz, respectively. This

has motivated us to search for WiFi access points which are in the range using a

laptop running the Xirrus WiFi Inspector [45] software. The laptop was situated
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in the same position as the ZigBee Coordinator. As a result of the search, twenty

WiFi access points were detected, five of which operated at channel 1 and another

five at channel 11. As observed in Figure 2.4, a significantly high RSSI reading is

seen at channels 14, 15 and 16 which are due to the WLAN signals of the testbed.

From this channel scanning result, the ZigBee Coordinator then selected the chan-

nel with the lowest RSSI level which is channel 26, as the best channel and started

the ZigBee network.

Figure 2.5 shows the performance of the ZigBee WPAN in terms of PER,

throughput and RSSI for a whole day. It can be seen from the top and middle

diagrams of this figure, the ZigBee WPAN communication, particularly the smart

TV, is significantly degraded at time 1.8 hours and 17.6 hours for a period of ap-

proximately two hours and one hour, respectively. This is evidenced by the graph

shown in Figure 2.6, which indicates strong interference levels during these two

periods, hence corrupting the ZigBee packets. This interference is due to neigh-

boring WiFi access points which operated at channel 13 (fc = 2.472 GHz) in

close proximity to the smart TV. This channel overlaps with the selected channel

26 of the ZigBee network. Even though this communication is degraded, the Zig-

Bee Frequency Agility mechanism was not activated because the PER is below the

threshold recommended by the ZigBee Alliance, i.e., 25%.

In addition, the bottom diagram of Figure 2.5 shows that the RSSI values of

the received acknowledgement packets from the washing machine are significantly

higher than the other two devices. This is due to the location of the washing ma-

chine which is nearer and in line-of-sight with the ZigBee Coordinator. Further-

more, it also can be seen that the RSSI value of the received acknowledgement

packets from each device fluctuates when the interference level is high. This might

be caused by the constructive and destructive interference effects to the ZigBee

signal. Note that the fluctuation of the RSSI values is not witnessed at around 1.8

hour and 17.6 hours where the interference levels are at maximum and would have

corrupted most of the ZigBee packets. This is because the RSSI plot only shows

the RSSI values of the successfully transmitted packet (as these RSSI values are

acquired from the received acknowledgement packet at the ZigBee Coordinator).

This RSSI pattern is significant and can be utilized as additional information for the

ZigBee Frequency Agility mechanism in detecting the presence of interference.

Based on these results it can be concluded that, firstly, the ZigBee Frequency

Agility interference detection threshold is a crucial parameter that needs to be care-

fully set in ensuring the effectiveness of the ZigBee Frequency Agility mechanism

operation. Secondly, even though the ZigBee Coordinator chooses the best channel
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Figure 4 plots the RSSI values that were obtained by scanning 
all the 16 channels using the ZigBee Coordinator at network 
startup for indoor and outdoor environments. From the outdoor 
plot, it can be seen that the RSSI levels for all the 16 channels are 
very low (i.e., less than -97 dBm). This indicates that the area is 
free from interference. Hence the plot is used as the reference for 
comparison with the RSSI level in the presence of interference as 
well as the RSSI level during the packet reception. For the indoor 
plot, the curve shows that there are two strong interfering signals 
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five at channel 11. As observed in Fig. 4, a significantly high 
RSSI reading is seen at channels 14, 15 and 16 which are due to 
the WLAN signals of the testbed. From this channel scanning 
result, the ZigBee Coordinator then selected the channel with the 
lowest RSSI level which is channel 26, as the best channel and 

Fig. 5. ZigBee Frequency Agility mecanism response in a full day ZigBee 

Neighboring WiFi operating at 

channel 13 (fc = 2.472 GHz) 

Figure 2.5: ZigBee Frequency Agility mecanism response in a full day ZigBee

operation using the best channel among the available 16 channels in HAN.
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Figure 5 shows the performance of the ZigBee WPAN in 
terms of PER, throughput and RSSI for a whole day. It can be 
seen from the top and middle diagrams of Fig. 5, ZigBee WPAN 
communication, particularly, the smart TV is significantly 
degraded at time 1.8 hours and 17.6 hours for a period of 
approximately two hours and an hour, respectively. This is 
evidenced by the graph shown in Fig. 6, which indicates a strong 

Fig. 6. Energy level of ZigBee channel 26 before each packet transmission 

Heavy traffic at 

neighboring WiFi 

Figure 2.6: Energy level of ZigBee channel 26 before each packet transmission

during Experiment 1.

for the ZigBee network operation, this does not guarantee that the chosen channel

is the best channel for every ZigBee End-Device in the house. The reason is that

the best channel selected for the ZigBee network operations is only based on the

channel scan result of the ZigBee Coordinator while excluding the channel infor-

mation from the ZigBee End-Devices. Hence, the channel chosen might not be the

best channel for all ZigBee End-Devices; particularly in this case, the smart TV.

Therefore, it is promising if the channel information from all devices are included

during the channel selection in order to obtain a better common best channel. The

drawback of this is that all ZigBee End-Devices also need to scan the channel each

time interference is detected within the network. This will raise the problem of

energy efficiency.

Furthermore, it is difficult to find a common best channel for all ZigBee devices

in the network. The best channel for some devices might not be the best channel for

the others. Therefore, it is interesting if the network could operate using more than

one channel, forming a distributed multi-channel network. Hence, the channel can

be selected based on the local best channel. Moreover, the distributed multi-channel

network feature could also reduce the energy efficiency problem in including the

information from each ZigBee device for channel selection where only the channel

information from the devices which are in the affected area need to be acquired.
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Experiment 2

The performance of the ZigBee Frequency Agility mechanism in mitigating WiFi

and microwave oven interference is illustrated in Figure 2.7. As can be seen, the

PER of all ZigBee End-Devices increases progressively due to the WiFi signal

from the video streaming application. Once the PER of one of the ZigBee End-

Devices exceeds 0.25, in this case the smart TV, the Frequency Agility mechanism

responded by switching to a better channel, which in this case is channel 26 at fc =

2.480 GHz. As observed, ZigBee WPAN communication improves significantly

after the Frequency Agility mechanism initiated a switch of frequency. From the

results, it can be concluded that the ZigBee Frequency Agility mechanism performs

effectively in mitigating WiFi interference.

Next, we turn on the microwave oven at around 10.5 minutes after the start of

the ZigBee network. It can be seen that the microwave oven signal only affects the

ZigBee communication of the microwave oven while the other ZigBee End-Devices

maintain the PERs at around zero. When the PER of the microwave oven reaches

the Frequency Agility interference detection threshold, the ZigBee Coordinator will

evaluate the channel and initiate a channel switch. However, this mechanism does

not actually help since the microwave oven signal radiates over the entire ISM 2.4-

GHz band, hence changing the channel within the same band will not improve

the communication performance. Therefore, the potential of the ZigBee Frequency

Agility mechanism to move the network to other bands such as 800 MHz, 900 MHz

or the TV Whitespace is very interesting. Finally, the ZigBee network becomes

stable after the microwave oven operation ends at around 18.5 minutes.

Notice that in the ZigBee Frequency Agility mechanism, transmission in the

downlink (i.e., the ZigBee Coordinator to the End-Devices) is monitored while the

uplink packet transmission is ignored. It is important to note that, for some applica-

tions (i.e., smart metering) there can be only uplink traffic. Hence, the ignorance of

uplink packets failure are unacceptable as this might cause a failure in the ZigBee

Frequency Agility mechanism; it fails to detect the presence of interference in the

network. In addition, due to the use of a single channel for the whole ZigBee net-

work in a single home, the channel switch made by the ZigBee Frequency Agility

mechanism affects all the ZigBee devices including the devices that have a good

communication link such as the washing machine. Furthermore, it can be observed

that the interference in the HAN is localized in a certain area and only affected cer-

tain devices. Therefore, the mechanism used in ZigBee Frequency Agility which is

changing the channel of all devices in the network to mitigate a local interference
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ZigBee Frequency Agility interference detection threshold is a 
crucial parameter that needs to be carefully set in ensuring the 
effectiveness of the ZigBee Frequency Agility mechanism 
operation. Secondly, even though the ZigBee Coordinator 
chooses the best channel for the ZigBee network operation, this 
does not guarantee that the chosen channel is the best channel for 
every ZigBee End-Devices in the house. The reason is that, the 
best channel selected for the ZigBee network operations is only 
based on the channel scan result of the ZigBee Coordinator while 
excluding the channel information from the ZigBee End-Devices. 
Hence, the channel chosen might not be the best channel for all 
ZigBee End-Devices; particularly in this case, the smart TV. 
Therefore, it is promising if the channel information from all 
devices are included during the channel selection in order to 
obtain a better common best channel. The drawback of this is that 
all ZigBee End-Devices also need to scan the channel each time 
the interference is detected within the network. This will raise the 

Furthermore, it is difficult to find a common best channel for 
all ZigBee devices in the network. The best channel for some 
devices might not be the best channel for the others. Therefore, it 
is interesting if the network could operate using more than one 
channel, forming a distributed multi-channel network. Hence, the 
channel can be selected based on the local best channel. 
Moreover, the distributed multi-channel network features also 
could reduce the energy efficiency problem in including the 
information from each ZigBee device for channel selection 
where, only the channel information from the devices which are 

The performance of the ZigBee Frequency Agility 
mechanism in mitigating WiFi and microwave oven interference 
is illustrated in Fig. 7. As can be seen, the PER of all ZigBee 
End-Devices increases progressively due to the WiFi signal from 
the videos streaming application. Once the PER of one of the 
ZigBee End-Devices exceeds 0.25, in this case the smart TV, the 
Frequency Agility mechanism responded by switching to a better 

 = 2.480 GHz. As 
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Figure 2.7: ZigBee Frequency Agility mecanism response under harmful WiFi and

microwave oven interference.
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is inefficient. Again, a distributed multi-channel network is seen as a promising

solution.

2.3 Clustered Cognitive Radio-based Communication for

Home Area Networks

Wireless communications characteristics in a house might highly vary from one

location to another due to different obstacles, layout and size of the house. In ad-

dition, the number of devices in a house might also differ from house to house and

from room to room. Therefore, clustering is seen as a promising feature in ensur-

ing the scalability and flexibility of HAN communication networks thus ensuring

all areas in the house are covered and the devices’ demands (e.g., throughput) are

satisfied. By clustering, the coverage area can be expanded by deploying a new

cluster head (CH), while a high load in a cluster can be reduced by offloading it

to another cluster. Besides, from the shown results and the given discussions in

Section 2.2.3, it can be concluded that different areas in a house are affected by

different neighboring wireless networks in particular for a house that is situated in

a dense city. Clustering enables different areas in the house to use different com-

munication parameters (e.g., channel) thus making it easier to find, for example a

common idle channel to be used by the HAN devices to communicate.

In addition, it is also shown that the already congested ISM frequency bands are

not sufficient to support the communication needs [3], including PER and through-

put, of a HAN. The possibility of accessing other bands including the licensed

bands (particularly the TV band), would be very beneficial. Cognitive radio (CR) is

seen as one of the most promising technologies to enable this feature [3, 6, 7, 9, 34].

CR technology enables the HAN devices to sense and intelligently exploit any idle

spectrum for their communications.

In this thesis, we aim at designing an efficient clustered cognitive radio-based

communication for heterogeneous and dense home area networks that is situated

at a high density residential area, which is conceptually shown in Figure 2.8. This

figure shows three adjacent home networks indicated as HAN A, HAN B and HAN

C. Each hexagon represent a cluster, which can be set to cover a certain area of

the house. For instance, there are five clusters in HAN A, which cover Living

Room, Bedroom 1, Bedroom 2, Bathroom and Kitchen. Each cluster will be able

to cognitively organize itself in choosing good channel (or channels) for operation.

Different areas of the house can utilize different sets of channels. The channels
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Figure 2.8: The proposed distributed multichannel communication network based

on clustered cognitive radio communication technique for heterogeneous and dense

HAN situated at a high residential density area in dense cities.

are chosen based on the local environment of the area. For example, Bedroom 2

operates in Channel 2 because there is an interference source that uses Channel 1

within the coverage area; while, Bedroom 1 utilizes Channel 3 because the adja-

cent cluster (Bedroom 2) is already using Channel 2, and there are two neighbor’s

(HAN C) clusters operating on Channel 5 and Channel 2. As a result, the pro-

posed scheme enables the HAN to form an efficient multi-channel communication

network that mitigates the interference problem and at the same time fulfills the

HANs communication needs.

2.4 Wireless Network Categories

In essence, wireless networks can be categorized in licensed and unlicensed net-

works as illustrated in Figure 2.9. The licensed networks are the wireless networks

that operate using dedicated spectrum bands. These bands are allocated by the

regulator such as FCC and Ofcom in the United States and the United Kingdom,
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respectively. Some examples of this type of networks include GSM, TV and Radio

broadcasting, and an in-house cellular Femtocell.

On the other hand, unlicensed networks are wireless networks that can access

the spectrum freely without any spectrum allocation [46]. This type of networks

is further divided into two types: non-CR and CR-based. The non-CR type of

unlicensed networks are networks that operate in license-exempted spectrum bands

such as the ISM 2.4-GHz and the ISM 5-GHz. Typical examples of this type of net-

works include WiFi, Bluetooth and ZigBee. Relatively newer, CR-based networks

are networks that could operate beyond the license-exempted bands while follow-

ing certain rules and regulations. Obviously, the proposed networks in this thesis

fall under this category i.e., CR-based networks. Additionally, in this thesis, we

further classify the CR-based networks into two categories: own-house networks

and neighboring networks. The own-house CR-based networks are the CR-based

networks which are owned by the house-owner while other networks are classified

as neighboring networks.

Among these networks, the own-house CR-based networks are the only type

of networks of which we can control its interference using the proposed commu-

nication protocol. This is, we could manage the spectrum usage of the networks

such that they are only using an interference free spectrum, and at the same time
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they do not cause any harmful interference to the others. For the other types of

networks, we manage the interference caused to or by them by using CR spectrum

sensing methods i.e, we avoid our networks from using the same spectrum as these

networks.

2.5 Cognitive Radio Spectrum Sensing

One of the key components for CR-based networks is spectrum sensing, used to

reliably identify temporarily unused spectrum which can then be exploited. The

significance of spectrum sensing is twofold: protect the band-owner from being

interfered by CR-based devices, and ensuring that CR-based devices are communi-

cating in a strongly reduced interference environment. Among the main challenges

in spectrum sensing is: longer sensing time is required to produce a more accu-

rate sensing result; however this will decrease the communication throughput and

increase the energy overhead. In addition, an individual spectrum sensing measure-

ment suffers from uncertainty due to noise, fading and shadowing [36].

A natural solution in coping with these challenges is through device coopera-

tion, known as cooperative spectrum sensing (CSS). This approach is found to be

robust to cope with different channel conditions at different sensing devices. CSS

can considerably improve the sensing efficiency, reliability, latency as well as the

energy constraint problem of certain sensing devices, by sharing the sensing loads

between different network nodes.

In this section we mention some of the key equations regarding the cognitive

radio spectrum sensing which will be used in subsequent chapters.

2.5.1 Cooperative Spectrum Sensing

Figure 2.10 shows a general network diagram in CSS. It consists of a fusion cen-

ter, denoted as FC, and N number of cooperating sensing devices, denoted as

j = 1, 2, . . . , N . Each cooperating sensing device will periodically sample the

spectrum and send its local spectrum sensing result to the FC (in our case, this is

the cluster head (CH)). The FC will combine these local spectrum sensing results

using a certain fusion strategy to make the final decision on whether the sensed

spectrum is idle or not. In this work, a hard-fusion strategy is considered in which

each cooperating sensing device makes a local decision and sends only this decision

to the FC. The local decision is a binary hypothesis test: decide whether the sensed

channel is idle, given by hypothesis H0, or occupied, given by hypothesis H1. Each
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of the spectrum-samples observed by each sensing device j can be modeled as

xj [l] =

{

wj[l] : H0

uj[l] + wj [l] : H1
(2.3)

where l = 1, 2, . . . , Lj . Here, Lj is the total number of observation samples made

by sensing device j within the local spectrum sensing period Tsj such that Lj =
Tsj/τ , where τ is the sampling period. Further, uj [l] is the received incumbent signal

andwj [l] is the additive noise signal at device j during the l-th sample. uj [l] is given

by uj[l] = s[l]∗hj [l], where s[l] is the transmitted incumbent signal and hj [l] is the

impact of the Rayleigh fading channel between the incumbent user and device j.

Note that uj [l] does not contain the impact of additive noise but the additive noise

component is taken into account in wj [l]. Both wj [l] and uj [l] are assumed to be

independent and identically distributed (i.i.d.) random processes with zero mean

and variance σ2wj
and σ2uj

, respectively.

In this work, energy detection is considered for spectrum sensing where the

estimator can be expressed as

Êj =
1

Lj

Lj
∑

l=1

x2j [l]. (2.4)

Êj is the output of the energy detector which is used as input for a binary hypothesis

test of the sensing device. In the test, Êj is compared to a predefined threshold γ
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to decide on hypothesis H0 or H1. The performance of this test is characterized by

two metrics: the probability of detection (Pdj ) and the probability of false alarm

(Pfj ). The probability that a sensing device decides that the channel is occupied

(i.e., Êj > γ) under H1 is given by

Pdj = P (Êj > γ | H1) (2.5)

while the the probability that a sensing device decides that the channel is occupied

under H0 is

Pfj = P (Êj > γ | H0) (2.6)

If the incumbent signal is assumed to be a binary phase shift keying (BPSK) mod-

ulated and the noise is modeled as additive white Gaussian noise (AWGN), then

from [18, 21], for a targeted P̄dj , the corresponding probability of false alarm Pfj

can be expressed as

Pfj(P̄dj ,SNRpj , Tsj ) = Q
(

SNRpj

√

Tsj
2τ

+Q−1(P̄dj )
√

1 + 2SNRpj

)

(2.7)

where Q(·) denotes the statistical Q-function (the tail probability of the standard

normal distribution), and SNRpj := σ2
uj/σ2

wj
is the signal-to-noise-ratio of the in-

cumbent user at sensing device j. Alternatively, if a target P̄fj needs to be achieved,

the achievable Pdj can be formulated as [18, 21]

Pdj (P̄fj ,SNRpj , Tsj ) = Q
(

1
√

1 + 2SNRpj

(

Q−1(P̄fj )− SNRpj

√

Tsj
2τ

)

)

.

(2.8)

It can be seen from (2.7) and (2.8) that any pair of P̄fj and P̄dj can be satisfied if

the local spectrum sensing time Tsj is not restricted, i.e.,

Tsj(SNRpj , P̄fj , P̄dj ) =
2τ

SNR2
pj

(

Q−1(P̄fj )−Q−1(P̄dj )
√

1 + 2SNRpj

)2
.

(2.9)

The plot of device j’s probability of false alarm Pfj and probability of detection

Pdj with respect to the corresponding sensing time Tsj for different incumbent user

SNR at device j, i.e., SNRpj , is shown in Figure 2.11. In general, it can be seen

that a longer Tsj or/and a higher SNRpj give a more reliable sensing outcome (i.e.,

lower Pfj and higher Pdj ).

For CSS with a hard-fusion strategy, the FC makes the final decision and de-

cides H1 if at least K out of N cooperating sensing devices have decided that
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Figure 2.11: Device j’s (a) false alarm probability Pfj , and (b) detection probability

Pdj , versus Tsj for different SNRpj . Pdj is fixed at 0.9 for (a) and Pfj is fixed at

0.1 for (b).

the channel is occupied; otherwise H0 will be decided. This strategy is known

as the K-out-of-N fusion rule. The cooperative probability of detection Qd and

false alarm Qf under this fusion rule can be derived using the Poisson-Binomial

distribution theorem as [20, 47, 48]

Qd =
N
∑

k=K

∑

A
(a)
k

∈Ak

∏

g∈A
(a)
k

Pdg

∏

h∈{N\A
(a)
k

}

(1− Pdh) (2.10)

Qf =

N
∑

k=K

∑

A
(a)
k

∈Ak

∏

g∈A
(a)
k

Pfg

∏

h∈{N\A
(a)
k

}

(1− Pfh) (2.11)

where

N = {1, 2, . . . , N} is a set consisting of all cooperating sensing device in-

dices;

Ak is a set consisting of all possible subsets of k elements of N , represent-

ing the k out of N cooperating sensing devices that locally decide that the

channel is occupied;

A(a)
k ∈ Ak is one of the sets in Ak, where a is an index such that a =

1, 2, . . . ,
(N
k

)

;

g, h ∈ N are cooperating sensing device indices.
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There are three special cases in this fusion rule: 1) if K = 1, the cooperative

detection will become the OR combining rule, 2) if K = N , the fusion scheme fol-

lows the AND rule, and 3) if K = ⌈N2 ⌉, the decision is known as the majority rule

(also known as the half-voting rule). In addition, if Pdj (and Pfj ), where j ∈ N , are

identical for all devices j (i.e., Pdj = Pd and Pfj = Pf ,∀j), which can be achieved

for example by adapting the sensing time of each sensing device differently ac-

cording to their SNRpj , then (2.10) and (2.11) can be simplified and formulated by

using the normal Binomial distribution (instead of Poisson-Binomial), and become

Qd =
N
∑

k=K

(

N

k

)

P k
d (1− Pd)

N−k (2.12)

Qf =
N
∑

k=K

(

N

k

)

P k
f (1− Pf)

N−k (2.13)

respectively.

In CR,Qd reflects the quality of protection of the band-owner and is determined

by the regulator or the standardization body such as the IEEE (for example, in IEEE

802.22, Qd is required to be greater or equal to 0.9, [49]). On the other hand,

Qf is important for the CR devices (in our case the CR-based HAN devices). A

lower Qf will provide a higher opportunity for the sensing devices to access the

spectrum, and hence attain a higher network throughput. Note that IEEE 802.22,

which is actually meant for rural areas and to cover large distance, is used as an

example because it defines the spectrum sensing specifications (e.g., the probability

of detection constraint) that are needed in this thesis. Other newer standards like

IEEE 802.11af and IEEE 802.15.4m would be more useful for the home scenarios,

but there are no specifications given for the spectrum sensing because they are using

a database method instead. In fact, the spectrum sensing parameters (e.g.,Qd ≥ 0.9

constraint) used in the numerical evaluations and simulations in this thesis are as

examples and they can be changed to the desired values.

Figure 2.12 is plotted from equation (2.12) which depict the behavior of the

cooperative probability of detection Qd for different local probability of detection

Pd and minimum number of devices K that decide the channel is occupied. The

plot also holds for the cooperative probability of false alarm Qf from the corre-

sponding local probability of false alarm Pf that can be produced from equation

(2.13). It can be seen that choosing a lower value of K can improve the reliability

of detection i.e., higher Qd. On the other hand, this also increases the resulting co-

operative false alarm probability Qf which is not of desired. The opposite holds for
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Figure 2.12: The cooperative probability of detection Qd (or false alarmQf ), versus

the local probability of detection Pd (or false alarm Pf ) and the minimum number

of nodes K that decide the channel is occupied, for N = 10.

a higher value of K , in which it produces a better outcome for Qf , but worsen the

Qd. Hence, many works in the literature, for example [21, 22, 50], have suggested

that the optimal or nearly optimal rule is K = ⌈N2 ⌉ i.e., the majority rule.

2.5.2 Channel State Model

We modeled the state of each channel as an ON and OFF alternating renewal pro-

cess which correspond to H0 and H1, respectively. The ON and OFF state are

assumed to be independent of each other. This can be expressed using the two-state

Markov model that is shown in Figure 2.13. From this, the probability that a chan-

nel is idle, which is H0, can be defined by deriving the steady state probabilities,

that is,

P (H0) =
q

q + p
(2.14)

Whereas, the probability that a channel is occupied (i.e., H1), which also can be

viewed as the utilization of the channel, can be calculated as

P (H1) =
p

q + p
= 1− P (H0) (2.15)
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Figure 2.13: Channel state Markov model.

The probabilities P (H0) and P (H1) can be estimated before the CR network is

deployed, i.e., based on a long term measurement or it can be measured online

based on, for example, the concept of MAC-layer sensing [26]. In this work, we

assume that the value of these probabilities are known.

2.6 Conclusion

In this chapter, we have seen that the communication in future home area network

(HAN) will be very challenging, particularly in dense city home environment: i.e.,

because of the spectrum scarcity and interference problems, and even more chal-

lenging, different areas in a house can be affected by different interference sources.

As a result, it will be very hard for the current HAN to sustainably support the

communication demand that is continuously increasing. In this thesis, we propose

a clustered cognitive radio-based communication that can sustainably support the

continuously-growing in-house communication (i.e., the HAN) needs. Clustering

can provide scalability and flexibility to HAN communication. Moreover, cognitive

radio (CR) has been recognized as a technology that is able to intelligently provide

more spectrum opportunities, beyond the already crowded unlicensed band, and it

is also able to solve the interference problem in wireless communication. The pro-

posed solution results in an efficiently distributed multi-channel communication of

a HAN, such that different areas of the house can exploit different communication

channels.

We also have mentioned some equations including the local and cooperative

detection and false alarm probabilities, the idle and occupied channel probabilities,
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and the spectrum sensing time, which will be used later on in following chapters to

analyze, evaluate and prove various system designs proposed in this thesis.

In the next chapter, we will present a throughput demand-based cognitive radio

solution for home area networks, called TD-CRHAN which aims at tightly satisfy-

ing the demanded network throughput by determining the optimal local spectrum

sensing time, the number of cooperating sensing devices and the number of active

in-band channels needed.



Chapter 3
Meeting the Throughput Demand of

Home Area Networks

In the previous chapter, we have mentioned that the cognitive radio technology

can be a promising solution to the ever-rising throughput demand, interference,

and spectrum scarcity issues of the HAN. In this chapter, we present our proposed

throughput demand-based cognitive radio solution for home area networks (TD-

CRHAN), aims at effectively and efficiently meet the ever-increasing throughput

demand in HAN communication. It is shown numerically and by simulations that

a TD-CRHAN can satisfy the requested throughput from the network devices and

has high utilization of the available throughput. The analysis further shows that by

setting the achievable throughput to be as close as possible to the total demanded

throughput (instead of maximizing it), a TD-CRHAN is able to relax the tight co-

operative spectrum sensing requirements which significantly improves cooperative

spectrum sensing parameters, such as the local spectrum sensing time and the num-

ber of cooperative spectrum sensing devices. We then show that these cooperative

spectrum sensing parameters can be further improved when additional channels are

available.

3.1 Introduction

The growing number of wireless devices for in-house use is causing a more intense

use of the spectrum to satisfy the required quality-of-service such as throughput.

This has contributed to spectrum scarcity and interference problems particularly in

37
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home area networks (HAN). Cognitive radio (CR) has been recognized as one of

the most important technologies which could solve these problems and sustainably

meeting the required communication demands by intelligently exploiting temporar-

ily unused spectrum, including licensed spectrum.

A key component of CR-based networks is spectrum sensing, i.e., to reliably

identify temporarily unused spectrum which is then exploited. Many existing works

on throughput-based spectrum sensing focuses on maximizing the achievable through-

put. In [18], the maximum achievable throughput is obtained by optimizing the lo-

cal spectrum sensing time, subject to a certain level of spectrum owner protection.

The work in [20] incorporates the parameters from spectrum sensing (i.e., sensing

time and number of cooperating devices that decide the channel is occupied) and

spectrum access (i.e., data communication probability), and optimizes those param-

eters to yield the maximum throughput for a given spectrum set. Further, in [27],

the optimal sensing order for the channels is determined based its occupancy his-

tory i.e., by correlating the channel availability statistics across time and frequency,

in order to maximize the total achievable throughput. In addition, in our previ-

ous work [21] and in [22], throughput maximization is achieved by determining

the optimal local spectrum sensing time, number of cooperating nodes and fusion

strategy. However, aiming at maximizing the achievable network throughput leads

to tight requirements on cooperative spectrum sensing parameters (e.g., spectrum

sensing time and number of cooperating devices). On the other hand, in practice,

every communication network has a certain throughput demand; hence, a maxi-

mization of the achievable network throughput without taking into consideration

the actual network’s needs is inefficient. Throughout this chapter, we refer to this

throughput maximization-based solution in spectrum sensing as the conventional

case.

In this work, we propose a throughput demand-based cognitive radio com-

munication for home area networks (TD-CRHAN), where instead of maximizing

the achievable throughput, the TD-CRHAN seeks to tightly satisfy the network’s

throughput demand. To the best of our knowledge, this is the first work proposing

such an objective for CR-based HAN communication. In the TD-CRHAN, the op-

timal local spectrum sensing time and number of cooperating devices required for

spectrum sensing are determined, and it is shown that these are significantly lower

as compared to the values from the conventional scheme. In addition, by taking

into consideration the total throughput demand in designing the CR-based HAN,

the TD-CRHAN scheme is also able to determine the optimal number of channels

needed for the HAN.
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We mathematically model the proposed TD-CRHAN scheme and formulate a

suitable optimization problem with corresponding constraints. In the derivations,

we consider general expressions for the cooperative spectrum sensing performance

parameters (i.e., cooperative probability of false alarm, and detection). This sup-

ports scenarios in which the signal-to-noise-ratio (SNR) of the incumbent user is

not the same at different sensing devices, and supports more general fusion rules,

not limited to OR and AND rules only. Note that most of the previous works con-

sider the same incumbent signal strength at all sensing devices and/or only consider

OR and AND rules [18, 21, 22, 51] in order to simplify the analytical models and

derivations. Assuming the same SNR is not realistic, in particular for indoor envi-

ronments, due to multipath propagation and because the sensing devices will be lo-

cated at various locations where for example, devices that are located near the win-

dow may receive a relatively strong incumbent user’s signal while devices which

are located further inside the house will experience a very low signal strength.

Finally, we thoroughly analyze the performance of the TD-CRHAN, numeri-

cally and through simulations, where we compare the performance with the conven-

tional scheme, illustrate the impact of different parameter settings, and demonstrate

the significant gains obtained from TD-CRHAN.

The remaining of this chapter is organized as follows. Section 3.2 explains

the proposed TD-CRHAN; Section 3.3 presents the derivation of the considered

system model and the cooperative spectrum sensing, as well as the formulation of

the problem and the proposed solution; the numerical analysis and the simulation

results are presented in Section 3.4 and 3.5, respectively; and the conclusions are

in Section 3.6.

3.2 Throughput Demand-based Cognitive Radio Home Area

Network (TD-CRHAN)

3.2.1 TD-CRHAN Topology

The proposed TD-CRHAN topology is based on a network of clustered CR devices

as shown in Figure 3.1. It consists of a HAN gateway (G), a cognitive HAN con-

troller (C), a number of cognitive cluster heads (CHs) and many CR-based HAN

devices. In such a network, the cognitive HAN controller is connected to the HAN

gateway with a fixed connection while the CHs are linked to the cognitive HAN

controller through wireless multi-hop links. The CHs are deployed such that each

area of the house is covered. The communication among CHs is in a meshed man-
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ner. Each CH will form a network cluster. The CR-based HAN devices will need

to connect to one of the clusters in order to communicate with or through the HAN

network.

The functionalities of each network component are further described as follows.

The HAN gateway is the communication gateway for the HAN network to

the outside world (i.e., the internet). Normally, the HAN gateway is con-

nected to the internet service provider (ISP) for internet access through an

Ethernet or Optical Fiber cable. The other possible connection is via a wire-

less link e.g., the WiMAX or LTE network.

The cognitive HAN controller is the device that is responsible to manage and

coordinate the spectrum usage of the HAN. For this, the cognitive HAN con-

troller needs to construct a spectrum map database for the particular HAN

environment. This database consists of a list of channels that the CH can

use in their cluster, and the condition of each channel i.e., the statistics of

the channel activities including channel utilization. It is constructed from

the information fed by the CHs using for example the concept of MAC-layer

sensing [26]. From this database, the cognitive HAN controller will provide

the CHs with the channels that they could scan and utilize for their cluster.

Therefore, the channels that the CHs are going to exploit are optimal and not

random. In addition, in this way, the cognitive HAN controller also knows

which channels are being utilized by which CHs and which are still unal-

located. In this work, the channels that are allocated to the CHs are called

in-band channels while the channels that are not allocated are called candi-

date channels. This concept is illustrated as in Figure 3.2.

The cognitive cluster head (CH) is responsible to manage the usage of the

clusters in-band channels including sensing and access. A CH can request

for more channels from the cognitive HAN controller if the current in-band

channels are not enough to support its network cluster demand. Each CH will

utilize different channels from the other CHs creating a distributed multi-

channel network in the HAN. In addition, a CH is also responsible for se-

lecting and grouping the CR-based HAN devices that are connected to it to

perform the cooperative spectrum sensing (CSS) task. Besides, it also needs

to schedule and distribute the selected and grouped CR-based HAN devices

on when and where to sense, respectively. For CSS, a CH also acts as the



42

fusion center where the local sensing results from the sensing devices will be

reported to and the decision of spectrum availability will be made. Last but

not least, from the CSS results, a CH is required to report the channel utiliza-

tion and occupancy to the cognitive HAN controller periodically in order for

the controller to construct and keep the spectrum map database up to date.

CR-based HAN devices are the devices that carry out various HAN applica-

tions including smart grid, security and safety, and home automation. These

devices will connect to one of the clusters to get access and communicate

with or through the HAN network. Besides performing the communication

for its application, CR-based HAN devices also need to execute the spectrum

sensing task. We consider two types of CR-based HAN devices: home and

guest devices. Home devices are devices which belong to the HAN-owner,

while guest devices do not belong to the HAN-owner. An example of a guest

device is a neighbor’s device which needs to off-load its traffic, e.g., due to

congestion in its own HAN network. Another example is a device that passes

through the house and wants to connect to the internet through the HAN net-

work. For the home CR-based HAN devices, the communication topology

within the cluster is in a mesh. However, the guest devices are only allowed

to connect to the CH.

3.2.2 TD-CRHAN Operation

In TD-CRHAN, CR-based HAN devices need to be connected to one of the clusters

in order to get access and communicate with or through the HAN network. For

this, any cluster joining mechanism such as listed in [52] can be applied. One of

the simple mechanisms is as employed in the IEEE 802.22 standard [49]. In this

standard, the CH transmits a beacon at the beginning of each frame in each of the

in-band channel. Alternatively, this beacon can be sent in one of the highest quality

in-band channels. A CR-based HAN device will search for one of these beacons at

its start-up and connect to the corresponding CH’s cluster once the beacon is found.

If the CR-based HAN device can hear beacons from multiple CHs, it may choose

to join either one cluster based on for example the signal strength and/or the signal

quality of the received beacons [52].

Figure 3.3 illustrates the TD-CRHAN operation for one network cluster. In

a TD-CRHAN, the bandwidth of the cluster is adaptable, it can be expanded or

shrunk depending on the total throughput demand of the network cluster. In the
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Figure 3.2: The proposed spectrum management in TD-CRHAN.

example in the figure, at time t0, the cluster only uses one in-band channel i.e.,

channel B. When the cluster needs more bandwidth i.e., at time t1 and t4, for ex-

ample due to a new connected device, the number of in-band channels is increased

to two channels with the addition of channel A, and to three channels with the addi-

tion of channel C , respectively. Note that in CR, each channel has to be first sensed

before it can be used for any data transmission. Hence, data transmission using

channel A and C only can be done after t2 and t5, respectively. This additional

in-band channels are obtained from the pool of candidate channels at the cogni-

tive HAN controller. This process is illustrated by the arrows labeled 2 in Figure

3.2. The cognitive HAN controller will provide the cluster with the best candidate

channels it has. These channels will be passed on to the CH.

In addition, at time t10, the cluster shrinks its bandwidth by releasing one of

its in-band channels that is channel D due to a decrease in the network demand

e.g., due to a device leaving the cluster. The released channel is selected from the

lowest quality channels among the in-band channels. This channel will be returned

to the cognitive HAN controller and becomes a candidate channel that can be used
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by other clusters. This process is illustrated by the arrows labeled 1 in Figure 3.2.

During typical CR operation, spectrum sensing will be executed first before

any channel can be used for data communication. In this work, the CSS method

is considered. Therefore, the sensing operations will consist of spectrum sensing

and reporting segments. For this, the CR-based devices will be grouped together

forming multiple spectrum sensing groups in the cluster. For instance, in Figure

3.3, three sensing groups are formed: group 1, 2 and 3. The CH will schedule and

distribute the spectrum sensing tasks among these groups. In doing so, the CH has

to ensure as much as possible that the group which is scheduled for sensing does

not have any group member involved in active communication during this sensing

period.

The CH also acts as the CSS’s fusion center. Unlike in conventional CSS where

the sensing results are transmitted either at the same sensed channels as in [21, 22]

or by using a dedicated common control channel as in [20, 28], in TD-CRHAN,

the sensing results are transmitted in one of the active data communication slots

of the in-band channels as shown in Figure 3.3. For this, the CH will inform the

sensing groups on which channel the sensing reports should be transmitted and

when. This information can be broadcast by the CH through the beacons. In this

way, the sensing reporting transmission will not interfere with the incumbent user

of the channel, and the quality of the reporting channels is also ensured. Note that

the sensing report information is very crucial, hence it needs to be highly reliable

[53]. In case the dedicated common control channel is used, a dedicated channel

will be required and the reporting transmission could cause this channel to become

congested, and thus it may become the bottleneck of the network [28].

If the CSS results show that a channel is highly occupied (often busy), the CH

will withdraw this channel from its in-band channels’ list and return it to the HAN

gateway. In the meantime, the CH can request for an additional in-band channel

from the HAN controller to overcome throughput degradation due to this highly

occupied in-band channel. This scenario is illustrated at times t8 and t9 in Figure

3.3 where the returned channel is channel B and the new channel is channel D,

respectively. In this example, the channel is returned to the HAN controller after

one time it is sensed to be occupied.

In the next sections, we consider schemes to satisfy the TD-CRHAN network

throughput demand with high resource (available throughput) utilization, and we

determine the optimal local spectrum sensing time, the number of cooperating sens-

ing devices and the number of active in-band channels needed.
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Figure 3.4: Network model diagram for a single TD-CRHAN cluster.

3.3 System Model

A simple network model (one cluster) of the proposed TD-CRHAN network is

shown in Figure 3.4. It consists of a HAN gateway (G), a cognitive HAN controller

(C), a cluster head (CH) and J CR-based HAN devices indicated as j, j ∈ J =

1, 2, . . . , J . Every CR-based HAN device is equipped with a half-duplex radio

that can be tuned to any combination of I channels for data communication and

reception. This can be done by using, for example, the non-contiguous OFDM

(NC-OFDM) technology [54]. Besides data communication, each CR-based HAN

device is also able to perform narrow-band spectrum sensing in which the sensed

bandwidth is equal to the bandwidth of a single channel.

3.3.1 Problem Formulation

Figure 3.5 shows the timing diagram of a single channel operation where the sensing-

transmit task alternates in time. In this figure, Tsf is the time duration of a super-
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Figure 3.5: TD-CRHAN superframe time for a single channel.

frame which is a constant, and it comprises two sub slots: a sub slot for cooperative

spectrum sensing Tcss, and sub slot for data communication Tcom. The former is

further divided into two parts namely: a time for local spectrum sensing Ts and the

time required to send the sensing result to the CH Tsr. For reporting the local spec-

trum sensing result, a TDMA-based channel access scheme is employed, that is:

the first CR-based device sends its decision in the first time slot, the second device

in the second time slot and so on (the same scheme is considered in [22]); thus, the

total reporting time required for N cooperating devices is N · Tsr.
Note that we have

Tsf = Tcss + Tcom (3.1)

Tcss = Ts +NTsr. (3.2)

In addition, if the data communication’s transmission uses rectangular signal pulses,

then the maximum data rate for a single channel can be calculated as

C =
mW

2
(bit/second). (3.3)

whereW is the null-to-null bandwidth of the channel, andm = log2(M) (bit/symbol)

is the modulation order of the transmission when M modulation levels are used.

In cognitive radio, each channel in the spectrum is periodically sensed and may

only be utilized for data communication if it is sensed idle, i.e., Ê < γ as discussed

in Section 2.5.1. This may happen under both H0 and H1. Let the achievable

throughput under scenario H0 be R0. This throughput is smaller than C by a factor

(1 − Qf), the probability that the channel is correctly detected as idle. Likewise

under H1 the achievable throughput R1 is smaller than C by a factor (1 − Qd),
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which is the probability that the occupied channel is wrongly-detected as idle. This

probability is significant in case the incumbent signal is weak (e.g., due to the

distance from the incumbent node to the CR network).

We also need to consider that for both scenarios the throughput is scaled by a

factor α = Tcom/Tsf , the fraction of time within a superframe that data is transmit-

ted. Using (3.1) and (3.2), we can write α as a function of the sensing time Ts and

number of sensing devices N as

α(Ts, N) = 1− (Ts +NTsr)

Tsf
. (3.4)

Overall, this gives

R0 = α(Ts, N)(1−Qf)C (3.5)

R1 = α(Ts, N)(1 −Qd)C, (3.6)

The achievable throughput of a single channel can then be formulated as

R = P (H0)R0 + P (H1)R1 (3.7)

where P (H0) and P (H1) are the a-priori probabilities that the channel is idle and

occupied, respectively. These probabilities can be estimated before the CR network

is deployed based on a long term measurement or it can be measured online based

on for example, the concept of MAC-layer sensing [26]. Substituting (3.7) in (3.5)

and (3.6) gives

R = α(Ts, N)C
(

P (H0)(1−Qf) + P (H1)(1−Qd)
)

. (3.8)

Let R(i) be the achievable throughput for channel i, then the total achievable

throughput for a cluster with I simultaneously active channels can be calculated as

Rt =

I
∑

i=1

R(i)

=
I
∑

i=1

[

α(T (i)
s , N (i))C

(

P (H(i)
0 )(1−Q

(i)
f ) + P (H(i)

1 )(1 −Q
(i)
d )
)]

. (3.9)

where N (i) is the total number of devices used to sense channel i.

Suppose that CR-based HAN device j has a throughput demand of dj . Then

the total throughput demand in a cluster, coming of J CR-based HAN devices,

becomes

Dt =
J
∑

j=1

dj (3.10)
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This information can be acquired by the CH from each connected CR-based HAN

device, for example at the time that the device is requesting to join the cluster, or

updated by the CR-based HAN device to the CH whenever there is a change in its

throughput demand.

Let ε = Rt −Dt be the difference between Rt and Dt. Using (3.8)(3.10), we

can write ε as

ε(I,α(T (i)
s , N (i))) =

I
∑

i=1

[

α(T (i)
s , N (i))C

(

P (H(i)
0 )(1 −Q

(i)
f ) + P (H(i)

1 )(1−Q
(i)
d )
)

]

−Dt .

(3.11)

For the CR’s spectrum sensing, a cooperative spectrum sensing with energy

detection and hard-fusion strategy is considered. The formula for device j’s prob-

ability of false alarm Pfj , probability of detection Pdj , spectrum sensing time Tsj ,

and the cooperative probability of false alarm Qf and cooperative probability of

detection Qd is given by (2.7)-(2.13), respectively.

3.3.2 Throughput demand-based CR communication

It is important to ensure that the difference between Rt and Dt is as small as pos-

sible. A positive value of ε means that the available throughput of the active chan-

nels in the cluster is underutilized while a negative value means that the QoS of

the throughput demand is not fulfilled. Notice that in a TD-CRHAN, in case that a

cluster’s demand is higher than the capacity of a single channel i.e., Dt > Rt, the

CH in the particular cluster should ask for additional channels from the cognitive

HAN controller until the demand is met.

Theoretically, if the number of channels I is unlimited, then the TD-CRHAN

scheme can support any amount of throughput demand. With a higher number of

channels, we can reduce Ts and N (c.f., (3.9)). However, activating more channels

will consume more bandwidth. Hence, optimal values of I, Ts and N , that can give
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the minimum ε should be determined. This optimization problem can be written as

min
I,T

(i)
s ,N(i)

ε = Rt(I, T
(i)
s , N (i))−Dt

s.t. 0 ≤ T (i)
s ≤ Tsf , ∀i

(T (i)
s +N (i)Tsr) ≤ Tsf , ∀i
Q

(i)
d ≥ β(i) , ∀i
ε ≥ 0

1 ≤ I ≤ Imax (3.12)

where T
(i)
s and N (i) are respectively the spectrum sensing duration and the number

of cooperating nodes involved in CSS for channel i; Imax is the maximum number

of channels available to be exploited; Q
(i)
d is the cooperative probability of detec-

tion for channel i and β(i) is a lower bound on this. The constraint ε ≥ 0 is included

to ensure that the throughput demand is met.

It is shown in [19] that the optimal solution for (3.12) can be achieved when

constraint Q
(i)
d ≥ β(i) ,∀i is satisfied with equality. When this constraint is at

equality and for a chosen fusion threshold K (in this chapter, we consider K =

⌈N2 ⌉), the corresponding device’s probability of detection Pd can be found from

Q
(i)
d using Equation (2.12). Notice that to use this equation, it is required that the

probability of detection Pd is the same for all sensing devices, while the effect of

different SNRp is absorbed by the device’s probability of false alarm Pf (c.f. Equa-

tion (2.7)). Although the simplified equation (2.12) is used to find the probability of

detection Pd, the general equation (2.11) is used to calculate the cooperative false

alarm Qf . In addition, notice that finding the optimal Ts and N is equivalent to

finding the optimal α (i.e., maximizing α will minimize Ts and N ); hence, we also

can write (3.12) as

min ε(I, α(T (i)
s , N (i)))

s.t., 0 ≤ T (i)
s ≤ Tf ,∀i

(T (i)
s +N (i)Tsr) ≤ Tsf ,∀i

ε > 0

1 ≤ I ≤ Imax

0 ≤ α(T (i)
s , N (i)) ≤ 1 ,∀i (3.13)

For this optimization problem, we propose to find the solution by using a two-

dimensional search method.
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3.4 Numerical Analysis

In this section, we numerically analyze the performance of the TD-CRHAN and

compare it with the conventional solution. For this section, let us assume that the

SNR
(i)
pj = SNRp and P (H(i)

0 ) = P (H0) i.e. are the same, for all i and j, and

we note that these parameters will be randomized based on a uniform distribution

during the simulation analysis (Section 3.5). The following values are considered

and fixed throughout this section in which most of them are also used in [22]:

Tsf = 105 µs, Tsr = 4 µs, β(i) = 0.9 and W (i) = 5 MHz, for all i. Moreover, in

this work, the majority fusion rule is considered for the CSS as this has been found

to be optimal or nearly optimal [21, 22, 50]. For the solution of the optimization

problem, we consider T
(i)
s = Ts and N (i) = N for all i.

Graphs of ε versus the total number of in-band channels I and a) the data com-

munication time coefficient α, and b) the duration required for local spectrum sens-

ing Ts, are shown in Figure 3.6(a) and (b) respectively, where SNRp = −7 dB,

P (H0) = 0.7, N = 6 and Dt = 3.5 Mb/s. Note that, all points on the graphs

satisfy every constraint given in (3.13). It is seen that, for each value of I, ε(Ts)

and ε(α) are both concave functions in which the peak points of these functions

are the maximum achievable throughput of the cluster. In the conventional CR,

these points are considered as optimal. However, it is seen from these graphs that

there is an excess throughput (i.e., ε > 0), which is then not going to be used by

the network. This throughput underutilization becomes larger with increasing the

number of in-band channels I . In contrast, TD-CRHAN tries to find the lowest

point of this graph which is the minimum possible ε and at the same time satisfies

all the constrains listed in (3.13). By doing this, TD-CRHAN can relax the required

local spectrum sensing time Ts and the number of cooperating nodes N of the CR

system.

From Figure 3.6, the optimal points of the conventional and the proposed TD-

CRHAN are taken out and the normalized ε is plotted in Figure 3.7(a), and the

corresponding normalized sensing time Ts (i.e., fraction of time used for spectrum

sensing in a frame) is plotted in Figure 3.7(b). It is seen that ε is linearly pro-

portional to the number of in-band channels I for the conventional case. This is

because the total achievable throughput Rt for this case is equal to the maximum

achievable throughput of each channel multiplied by the total number of in-band

channels i.e., Rt = R · I (due to the above assumptions, we have R(i) = R, ∀i);
hence, the larger I , the higher ε irrespective of the Dt. On the other hand, in a

TD-CRHAN, Rt is adjusted as near as possible to Dt, which is actually the mini-
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(b)

(a)

Figure 3.6: The difference between the total achievable- and demanded- throughput

(i.e. ε) versus (a) I and α, and (b) I and Ts, with Qd = β,Dt = 3.5 Mb/s, N = 6.
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Figure 7 Effects of different total number of active channels,  on (a) the difference 

(a)

(b)

Figure 3.7: Effects of different total number of in-band channels I on (a) normal-

ized ε = ε
Dt

, and (b) fraction of time used for spectrum sensing (i.e., normalized

sensing time = Ts
Tsf

). This is a comparison between TD-CRHAN and the conven-

tional scheme. For this, Dt is fixed at 3.5 Mb/s and N = 6
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mization of ε with constraints. As a result, it can be seen that with a TD-CRHAN

scheme, ε is maintained as low as possible, and the spectrum sensing time Ts is

significantly relaxed as compared to the conventional scheme (as shown in Figure

3.7(b)). These gains become larger as I becomes higher. It is also denoted in Figure

3.7(a) that the minimum I required to satisfy Dt is 4. Projecting this point to Figure

3.7(b) (as depicted by the red arrows) shows that, even at this point, TD-CRHAN

obtains around 51% gain on the required Ts in comparison with the conventional

case.

Further, the impact of the number of cooperative sensing devices N on the

proposed TD-CRHAN is analyzed as depicted in Figure 3.8. In general, it can be

seen that, the higher N , the lesser the Ts required, which means a higher N will

reduce the burden of sensing on the individual CR-based HAN device. However,

it can be noticed that Ts is saturated and then becomes constant after a certain I

(in this case I > 6); thus, at this point, an increase of N or I would not reduce Ts
anymore, hence it will increase the value of ε as witnessed in Figure 3.7(a).

Next, with the same setting, we analyze the the performance of the proposed

TD-CRHAN in comparison with the conventional one for different Dt. Three sce-

narios of the conventional settings are considered: 1) maximization of Rt with

I = 7, 2) maximization of Rt with I = 10, and 3) maximization of Rt with I is

set based on the network throughput demand Dt such that Rt ≥ Dt. Figure 3.9(a)

shows that the TD-CRHAN scheme satisfies the throughput demand at all times

and has least throughput underutilization compared to other schemes, in particular

for the cases that Rt is maximized without Dt consideration. Worse, the conven-

tional plot without Dt consideration (i.e., scenario 1 and 2) are unable to satisfy

the demanded throughput after a certain point (for instance, in this case: scenario 1

could not satisfy the demand for Dt > 9.3 Mb/s as the number of in-band channels

is fixed to 7). In contrast, in principle the proposed TD-CRHAN can support an

unlimited Dt if I is unlimited.

We then numerically analyze the impact of the channel conditions i.e. SNRp

and P (H0), on the performance of TD-CRHAN as well as the three conventional

schemes of which the results are shown in Figure 3.10 and 3.11, respectively. It is

witnessed that, for the proposed TD-CRHAN scheme, Dt will always be satisfied at

minimum ε for almost any SNRp or P (H0) values (as shown in Figure 3.10(a) and

3.11(a)). This is because, a TD-CRHAN allows for an adaptive number of active

in-band channels I (refer to Figure 3.10(b) and 3.11(b)) and local spectrum sensing

duration Ts (refer to Figure 3.10(c) and 3.11(c)) where these values are optimized

such that the resultant achievable throughput Rt is very close to the corresponding
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Figure 8 Impact of varying number of cooperating devices  on (a) the difference 

(a)

(b)

Figure 3.8: Impact of varying number of cooperating sensing devices N on (a)

normalized ε = ε
Dt

, and (b) fraction of time used for spectrum sensing (i.e., nor-

malized sensing time = Ts
Tsf

). For this, Dt = 3.5 Mb/s.
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Figure 9 Effects of different cluster’s throughput demand,  on (a) the difference 

(a)

(b)

(c)

Figure 3.9: Effects of different cluster’s throughput demand, Dt on (a) normalized

ε = ε
Dt

, (b) number of in-band channels I used, and (c) fraction of time used

for spectrum sensing (i.e., normalized sensing time = Ts
Tsf

). This is a comparison

between TD-CRHAN and the conventional schemes. For this, we take SNRp = −7

dB and N = 6.
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Figure 10 Performance of TD-CRHAN in comparison with the conventional schemes 

(a) 

(b) 

(c) 

Figure 3.10: Performance of TD-CRHAN in comparison with the conventional

schemes for different SNRp conditions. The performance is measured in term of

(a) normalized ε = ε
Dt

, (b) number of in-band channels I used, and (c) fraction of

time used for spectrum sensing (i.e., normalized sensing time = Ts
Tsf

), with P (H0)

fixed at 0.7.
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Figure 11 Performance of TD-CRHAN in comparison with the conventional schemes 

(a)

(b)

(c)

Figure 3.11: Performance of TD-CRHAN in comparison with the conventional

schemes for different P (H0) conditions. The performance is measured in term of

(a) normalized ε = ε
Dt

, (b) number of active in-band channels I used, and (c)

fraction of time used for spectrum sensing (i.e., normalized sensing time = Ts
Tsf

),

with SNRp fixed at −7 dB.



3.4. Numerical Analysis 59

Figure 3.12: Pf versus Ts for different SNRp with Pd fixed at 0.9.

demand Dt. Specifically, for I , at a very low SNRp or P (H0), its value will be

increased while it will be reduced to the minimal at a high SNRp or P (H0). Notice

that Dt is still satisfied even for P (H0) = 0 in which the network throughput at

this point is acquired from the P (H1) part (i.e., at the expense of a high I). For Ts,

it is seen in Figure 3.10(c) that it is adjusted to a lower value at a very low SNRp.

This is because at this point, ε (and Rt) is influenced more by Ts but less by Pf

(and Qf ) as at a very low SNRp, a high Ts does not provide a significant reduction

to Pf (i.e., this can be seen from (2.7), as plotted in Figure 3.12). On such a case,

a lower Ts is more favorable in order to satisfy the demanded throughput Dt and

meet the ε ≥ 0 constraint. However, Pf (and Qf) become more dominant with

the increase of SNRp up to a certain point, but yet it is dominated by Ts when Pf

becomes saturated; this can be observed in Figure 3.10(c). Similarly with Figure

3.11(c), that is at a very low P (H0), Ts will be set to a lower value as a high Ts
is not beneficial because at this instance most of the Rs comes from P (H1) (c.f.,

(3.8)). Note that in (3.8) a higher Ts leads to a lower Qf and therefore a higher Rt;

at a very low P (H0), a lower Qf does not help because this part of Rt is suppressed

by the value of P (H0) itself, and vice versa.
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3.5 Simulation Results and Analysis

In this section, we run Monte Carlo simulations on the proposed TD-CRHAN

scheme and the three conventional cases, and compare the results with the numeri-

cal results. The settings for this simulation are the same as in Section 3.4 except the

SNR of the incumbent user (i.e., SNRpj ) is randomly set for each CR-based device

j based on the Uniform distribution within the range of −11 dB and 3 dB (i.e.,

SNRpj ∼ U(−11, 3) dB, for all j). We consider this range for this simulation in

order to capture the dynamic behavior of the sensing qualities (i.e., Pd and Pf ) and

observe the impact of different sensing time Ts values. For SNRs higher than 3 dB,

only a few samples with single device sensing (without cooperation) are required

to obtain an already very high probability of detection Pd and very low probability

of false alarm Pf . For low SNRp used i.e., −11 dB and less, an increase of the

sensing time does not really give significant improvement of the sensing qualities.

We repeat the simulation 1, 000 times and the results are averaged. It can be seen

from Figure 3.13 that, in general, the patterns of the simulation results are simi-

lar with the graphs from the Numerical Analysis (refer to Figure 3.7). However,

notice that the optimal sensing time in the simulation is less than in the numerical

analysis which is caused by the possible high value of the incumbent user signal

strength in the simulation (i.e., between −11 and 3 dB as compared to a fix −7

dB, respectively). In addition, Figure 3.14 shows that the corresponding coopera-

tive and the individual false alarm probabilities, i.e., Qf and Pfj ,∀j, respectively,

of the proposed TD-CRHAN varies according to the number of in-band channels I

available. In TD-CRHAN, for the same total throughput demand Dt, an increase of

the number of in-band channels I will decrease the required achievable throughput

R(i) of each channel i, hence this reduces the required Qf and the corresponding

Pfj ,∀j. This then further reduces the required sensing time Ts, as can be seen in

Figure 3.7. Besides, it can be observed from Figure 3.14(a) that the probability of

false alarm Pfj of sensing device j depends on its SNRpj : a lower SNRpj device

has a higher Pfj .

Finally, a Monte Carlo simulation is executed in which all network parameters

are uniformly randomized (i.e., Dt ∼ U(3.5, 10) Mb/s, SNR
(i)
pj ∼ U(−11, 3) dB

and P (H(i)
0 ) ∼ U(0, 1), ∀i, j) to evaluate the performance of the TD-CRHAN in

a more practical scenario. The graphs of the normalized ε and sensing time Ts,

versus the number of in-band channel I for N = 1, 2, . . . , 6 are plotted as shown in

Figure 3.15. Similarly, it is observed that with the proposed TD-CRHAN scheme,

the network throughput demand Dt is satisfied at all times for all N . However, it
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(a)

(b)

Figure 3.13: Simulation results on the effects of using different total number of in-

band channels I on (a) normalized ε = ε
Dt

, and (b) fraction of time used for spec-

trum sensing (i.e., normalized sensing time = Ts
Tsf

). This is a comparison between

TD-CRHAN and the conventional schemes. For this, SNRpj is chosen randomly

between −11 dB and 3 dB for all j.
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(a)

(b)

Figure 3.14: The corresponding (a) false alarm probability Pfj of each device

j, and (b) cooperative false alarm probability Qf , from the simulation of which

the incumbent SNRpj are different at each sensing device j. In the simulation,

the random generated SNRpj ,∀j are as the following: {SNRpj} = {−6.5 dB,

−5.3 dB,−5.9 dB,−3.9 dB,−3.5 dB,−3.2 dB} for j = {1, 2, . . . , 6}, respec-

tively.
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Figure 14 Simulation results of the total number of active channels,  versus: (a) the 

(a) 

(b) 

Figure 3.15: Simulation results of the total number of active channels I versus:

(a) normalized ε = ε
Dt

, and (b) fraction of time used for spectrum sensing (i.e.,

normalized sensing time = Ts
Tsf

). This is for different number of cooperating devices

i.e., N = 1, 2, . . . , 6 with more practical scenario in which all network parameters

are randomly chosen i.e., Dt ∼ U(3.5, 10) Mb/s, SNR
(i)
pj ∼ U(−11, 3) dB and

P (H0) ∼ U(0, 1), for all i and j.
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is seen that a lower number of cooperating sensing devices N will require a higher

sensing time Ts, and moreover at a certain point, a higher number of channels I is

even required (i.e., in this case, I ≥ 4 for N = 1 and 2 compared to I ≥ 3 for

N = 3, 4, 5 and 6).

3.6 Conclusion

To support the ever-rising throughput demand of home area networks (HAN), we

have presented a cognitive radio (CR) based communication scheme called TD-

CRHAN in this chapter. The TD-CRHAN aims at satisfying the demanded network

throughput with equality by determining the optimal local spectrum sensing time,

the number of cooperating sensing devices and the number of active in-band chan-

nels needed. This leads to an efficient scheme which provides a higher utilization of

the occupied channels. It was shown by extensive numerical analysis and through

simulations that TD-CRHAN is able to relax the tight cooperative spectrum sens-

ing requirements and provides significant gains on the cooperative spectrum sens-

ing parameters (i.e., spectrum sensing time and number of cooperating devices),

compared to the conventional solution. More specifically, TD-CRHAN reduces

the required local spectrum sensing time by more than 51%. Furthermore, it was

shown that these cooperative spectrum sensing parameters can be further improved

with the availability of additional cooperating devices or channels (bandwidth).

Besides throughput, another major issue in using the cognitive radio technology

is energy efficiency, i.e., particularly caused by the spectrum sensing which intro-

duces extra energy consumption as compared to the conventional communication.

In the next chapter, we will address this issue, and design an energy and throughput

efficient cooperative spectrum sensing scheme.



Chapter 4

Energy and Throughput Efficient

Cooperative Spectrum Sensing

In the previous chapter, we have presented the proposed cognitive radio based com-

munication for home area networks, in which the main objective is to sustainably

meet the ever-rising throughput demand of the network. Besides throughput, an-

other major issue in cognitive radio (CR)-based network is the additional energy

consumption caused by spectrum sensing. Hence in this chapter, we present a

cooperative spectrum sensing (CSS) strategy for CR-based HANs that takes into

account these two important aspects (i.e., energy and throughput). For this, the

average throughput demand from the HAN devices is included as one of the con-

straint parameters in the formulation of the optimization problem. In addition, we

also consider the variations of the primary user’s signal-to-noise-ratio at each sens-

ing device, which models a more practical scenario of a HAN. In fact, we take

advantage of this by jointly optimizing the device selection, the sensing time and

the probability of detection. Contrary to existing approaches, we propose that the

sensing time and the probability of detection can be set differently at each cooper-

ating device. With the proposed CSS strategy, we show that the sensing energy can

be conserved by more than 94% and a 12% higher throughput can be achieved as

compared to the conventional scheme.

65
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4.1 Introduction

Cognitive radio is seen as one of the most promising technologies for HAN in meet-

ing the throughput demand, and at the same time addressing the interference and

spectrum scarcity issues. However, spectrum sensing which is one of the key com-

ponent in CR can causes a significant additional energy overhead and degradation

of communication throughput. For example, in [22], more than 42% of the frame

time is allocated to spectrum sensing. In addition, in a real-world implementation

as reported in [29], 170 ms is required to sense a QPSK signal at a signal-to-noise-

ratio of −1 dB, which is rather long and thus very costly in terms of throughput

and energy. Note that the transmission and the sensing power consumption are

commonly (e.g. [30, 22, 24]) considered to be nearly the same. Therefore, it is

important to design an efficient spectrum sensing technique that takes both energy

consumption and throughput into consideration, minimizing the aforementioned

overheads.

Most of the earlier works in spectrum sensing, e.g., [18], focus on optimizing

sensing parameters to achieve a maximum throughput. Afterwards, research as in

[55] started to work on energy-efficient spectrum sensing; however, throughput ef-

ficiency is not included. Among the earliest works that consider both energy and

throughput jointly in spectrum sensing design is [23]. In this work, the sensing en-

ergy is minimized by optimizing the number of cooperating sensing devices. From

the obtained optimizer, the throughput is then maximized by deriving the optimal

reporting time. However, maximizing the achievable network throughput by op-

timizing spectrum sensing parameters without taking into consideration the actual

network’s needs might introduce a surplus of the available throughput which is then

being underutilized, and this also causes a waste of energy. One of the first articles

that takes network throughput demand into consideration in designing energy and

throughput efficient spectrum sensing is in [24]. However, the impact of differ-

ent throughput demands on spectrum sensing parameters as well as on spectrum

sensing energy consumption is not analyzed there. In addition, to the best of our

knowledge, all existing works in this domain assign the same value to the spectrum

sensing parameters (e.g., the probability of detection and the sensing time) for all

cooperating sensing devices. This turns out to be not optimal for networks that

consist of devices that have different incumbent user’s signal strengths, which is

typically the case for a HAN.

In this work, we propose a cooperative spectrum sensing (CSS) strategy that

minimizes the energy consumption and at the same time satisfies the throughput
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demand of the network, subject to a targeted cooperative probability of detection.

Based on the average throughput demand from the HAN network and the varia-

tion of the incumbent user’s signal-to-noise-ratio (SNR) at each CR-based HAN

device (i.e., latter on will be indicated as HAN devices, but also may be used in-

terchangeably), the proposed scheme selects the cooperating devices and jointly

determines the sensing time and the detection probability of each selected sensing

device. These values can be different from one device to another. The proposed

approach will allow us to reduce the CSS energy consumption significantly and,

furthermore, satisfy higher throughput demands.

We mathematically model the proposed CSS scheme and formulate a suitable

optimization problem with corresponding constraints. In the derivations, we con-

sider general expressions for the cooperative spectrum sensing performance pa-

rameters (i.e., cooperative probability of false alarm, and detection). This supports

scenarios in which the SNR of the incumbent user is not the same at different

devices. Then, we solve the optimization problem by using the reversible-jump

sampling algorithm [56], which is a special case of the widely used methodology

of Markov Chain Monte Carlo (MCMC) [57, 58] optimization . The performance

of the proposed CSS scheme is evaluated by comparing it with three other practi-

cally relevant schemes. We illustrate and discuss the impact of different parameter

settings and demonstrate the significant gains obtained.

This chapter is organized as follows. Section 4.2 presents the derivation of the

considered system model and the spectrum sensing; the formulation of the problem

is described in Section 4.3, and the solution is provided in Section 4.4; Section 4.5

evaluates and discusses the performance of the proposed CSS scheme; and finally,

conclusions are presented in Section 4.6.

4.2 System Model

A home area network (HAN) based on connected clusters with CR technology as

proposed in Chapter 3 is considered. The diagram of HAN with a single cluster as

shown in Figure 3.4 is referred.

4.2.1 Cooperative Spectrum Sensing

We consider that each cluster operates in a time-synchronized manner within a

superframe where the superframe time is fixed at Tsf , as shown in Figure 4.1. Each

superframe comprises two sub slots: a sub slot of duration Tcss for cooperative
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Figure 4.1: Superframe structure for a single channel.

spectrum sensing, and a sub slot of duration Tcom for data communication. In the

former slot, each cooperating sensing device j executes spectrum sensing for a

duration of Tsj , and then reports its sensing outcome to the CH at time Ttsrj for a

duration of Tsr.

In this work a cooperative spectrum sensing with energy detection and hard-

fusion strategy is considered. The equation for device j’s probability of false alarm

Pfj , probability of detection Pdj , spectrum sensing time Tsj , and the cooperative

probability of false alarm Qf and cooperative probability of detection Qd is given

by (2.7)-(2.13), respectively.

Our main goal is to determine the optimal number of cooperating devices N

and the corresponding optimal sensing time Tsj and probability of detection Pdj

for each selected cooperating device j ∈ N , such that the targeted cooperative

probability of detection Qd and the demanded throughput of the cluster (denoted

by D) is satisfied with the least amount of energy. We consider the scenario that

the incumbent user SNR i.e. SNRpj may be different at each cooperating device j;

hence, the optimal Tsj and Pdj can also vary with j.

For the sensing-report, we consider that it is transmitted through a channel that
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is different from the sensed channel (e.g., through a common control channel). In

this way, the sensing-report transmission will not interfere with the incumbent user

of the channel, and the quality of the reporting channel is also ensured. Note that

the sensing report information is very crucial, hence needs to be highly reliable

[53]. Consequently, the sensing-report of each device can be transmitted directly

after the corresponding sensing time (i.e., Ttsrj = Tsj ), as long as it does not

fall within the active reporting duration of the other cooperating devices, such that

{Ttsrj , (Ttsrn +Tsr)}∩ {Ttsrp , (Ttsrj +Tsr)} = ∅,∀j, p, where j, p ∈ N , and Ttsrj
and Ttsrp are the starting time of the sensing-report transmission of device j and p,

respectively. Consequently, the CSS duration Tcss for set N of cooperating devices

can be expressed as

Tcss = max{Ttsrj , j ∈ N}+ Tsr. (4.1)

4.2.2 Throughput

From 4.1, the normalized average achievable throughput for a channel can be for-

mulated as

R =
Tsf − Tcss

Tsf
P (H0)(1 −Qf) (4.2)

where P (H0) is the a-priori probability that the channel is idle. This probability can

be estimated before the CR network is deployed based on long term measurements

or it can be measured online based on, for example, the concept of MAC-layer

sensing [26]. Substituting (4.1) into (4.2), we have

R =

(

1− max{Ttsrj , j ∈ N}+ Tsr

Tsf

)

P (H0)(1−Qf) (4.3)

4.2.3 Energy Consumption of Cooperative Spectrum Sensing

Let Ps and Ptx denote the power for local spectrum sensing and sensing-report

transmission, respectively, which are assumed to be the same for all devices. Then,

the total energy consumed by the set N of cooperating HAN devices in performing

a CSS in a channel can be expressed as

Ecss =
∑

j∈N

(PsTsj + PtxTsr). (4.4)
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4.3 Energy and Throughput Efficient Cooperative Spec-

trum Sensing Scheme

4.3.1 Sensing-Throughput Tradeoff

From (4.3), it can be seen that a lower Qf will give a higher achievable throughput

R. For a given SNRpj and a required Pdj for j ∈ N , the lower Qf({Pfj , j ∈
N}) can be obtained by extending the sensing time Tsj for j ∈ N (c.f., (2.7) and

(2.11)). However, extending the sensing time will increase max{Ttsrj , j ∈ N},

hence decreasing the achievable throughput R. Thus, when other parameters are

fixed, there exists a maximum throughput Rmax that cannot be surpassed by varying

Tsn . Conversely, for a given normalized average throughput demand D ≤ Rmax

there is a range of values of Tsj that achieve R ≥ D. The throughput demand D

can be acquired by the CH from each connected HAN device, for example at the

time that the device is requesting to join the cluster, or updated by the HAN device

to the CH whenever there is a change in its throughput demand. In this work, we

require only that R ≥ D, and we show in Section 4.5 that this gives a significant

energy efficiency improvement as compared to maximizing R.

4.3.2 Flexibility on Device’s Sensing Time and Probability of Detec-

tion

In most of the presented research, the sensing time Tsj and the probability of de-

tection Pdj are taken the same for all cooperating devices. However, this is not

optimal when the incumbent user’s SNRs vary significantly from device to device

(i.e., more than 1 dB [59, 22]).

In general, a longer Tsj is favorable as this will provides a more reliable sensing

outcome (i.e., lower Pfj and higher Pdj ). However, Pfj and Pdj will be saturated

beyond a certain Tsj where the rate of saturation depends on SNRpj , as can be seen

in Figure 2.11 in Chapter 2. Beyond this saturation point, extending Tsj does not

give a significant improvement to the Pfj and Pdj and causes an unworthy higher

energy consumption. Thus, it is better if different sensing times Tsj are assigned to

different j, depending on the corresponding SNRpj .

From the receiver operating curve shown in Figure 4.2, it can be seen that low-

ering the expected probability of detection Pdj will also lower the corresponding

probability of false alarm Pfj , and vice versa. As shown by the cooperative prob-

ability of detection Qd of equation (2.10), a different Pdj can be assigned to a

different cooperating device j as long as the required cooperative probability of
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Figure 4.2: The receiver operating curve Pdj versus Pfj for SNRpj between −13

and −6 dB. Tsj is fixed at 15 ms.

detection constraint Q̄d is met. For devices which have a high SNRpj , it is easy to

obtain a high Pdj even with a low Tsj . Therefore, if we can have a high Pdj for a

certain device j, then we are able to tolerate and assign a relatively lower Pdj for

the others, particularity for those that have a low SNRpj , hence a lower Pfj can

be obtained for these low-SNRpj devices. Consequently in return, the expected

minimum throughput R({Pfj , j ∈ N}), i.e., R ≥ D, can be achieved at a lower

Ecss({Tsj , j ∈ N}).

4.3.3 Optimization Problem Formulation

Our goal is to find the optimal Tsj and Pdj for each cooperating device j by taking

the corresponding SNRpj into account such that the CSS energy consumption Ecss

is minimized. For a dense HAN where there are many devices in a cluster, it is

obvious that using all available devices in the cluster for a CSS, i.e. taking N = J ,

will cause a high sensing overhead, including the sensing energy consumption. On

the other hand, more cooperating devices do not necessarily provide a better sensing

performance [60]. Hence, in a heterogeneous SNRpj environment, an optimal set

of cooperating devices N ⊆ J needs to be found.

To achieve this, our optimization problem can be formulated as

min
N ,Pd,Ts

{Ecss} : Ecss =
∑

j∈N

(

PsTsj + PtxTsr
)

(4.5)

s.t., Qd(Pd) ≥ Q̄d (4.6)

R (Ts) ≥ D (4.7)
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where Pd , [Pdj ]j∈N and Ts , [Tsj ]j∈N are vectors collecting the probability of

detection and sensing time of all cooperating devices, respectively, and Pdj ∈ (0, 1)

and Tsj ∈ {τ, 2τ, . . . , (Tcss − Tsr)}, ∀j. The equation to calculate Qd(Pd) is

given by (2.10) in Chapter 2. Note that this scheme assigns the device’s sensing

parameters value individually, hence it can easily be further extended to takes other

device’s properties into consideration, such as the residual energy and the expected

lifetime.

4.4 Optimal Cooperating Device Selection, and Correspond-

ing Optimal Sensing Time and Detection Probability

In (4.5), it can be seen that selecting the set of optimal cooperating devices is a com-

binatorial problem with
(J
N

)

combinations. The problem becomes very complex if

J is high (i.e. the case for a dense HAN), since its complexity grows exponentially

with J . However, this combinatorial complexity can be avoided in spectrum sens-

ing, since the devices with the highest SNRpj should be used [60]. If we sort the

devices in descending order of the SNRpj , then the device selection problem can

be simplified to the determination of the optimal number of cooperating devices.

Let j = 1, . . . , J denote the indices of the devices ordered with descending SNRpj .

Then the new optimization problem can be written as

min
N,Pd,Ts

{Ecss} : Ecss =
N
∑

j=1

(

PsTsj + PtxTsr
)

= NPtxTsr + Ps

N
∑

j=1

Tsj

s.t., Qd(Pd) ≥ Q̄d

R (Ts) ≥ D . (4.8)

In order to jointly solve this optimization problem and find the optimal: i) num-

ber of cooperating devices N∗, ii) sensing times T∗
s , and iii) detection probabilities

P
∗
d, we use a Markov Chain Monte Carlo (MCMC) [57, 58] optimization method.

The basic idea of this approach is to formulate the optimization problem as the

maximization of a distribution of N,Ts and Pd, hereafter referred to as the target

distribution p(N,Ts,Pd), and to solve the maximization based on a population of

samples from p(N,Ts,Pd).
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4.4.1 MCMC Problem Formulation

To transform the minimization into a maximization, we multiply the objective func-

tion with −1. Furthermore, to obtain an objective function that has the character-

istics of a distribution, we apply the exponential operator exp(·), thus ensuring

non-negativity. With these modifications, our optimization problem becomes

max
N,Pd,Ts

V · exp(−Ps

N
∑

j=1

Tsj ) (4.9)

s.t., Qd(Pd) ≥ Q̄d (4.10)

R (Ts) ≥ D (4.11)

where V = exp(−NPtxTsr). Next, we embed the constraints (4.10) and (4.11)

into the objective function in (4.8) by way of a binary indicator function defined as

Ic(Pd,Ts) =

{

1, for Qd(Pd) ≥ Q̄d and R(Ts) ≥ D

0, otherwise.
(4.12)

Using this, we can write (4.9)–(4.11) as

max
N,Pd,Ts

{p(N,Pd,Ts)} : p(N,Pd,Ts) = V · exp(−Ps

N
∑

j=1

Tsj ) · Ic(Pd,Ts) .

(4.13)

Now, the objective function has the form of a distribution of N , Ts and Pd, up

to some unknown normalization constant. The normalization constant is not rel-

evant in the following; we can thus work directly with the non-normalized target

distribution p(N,Pd,Ts) as defined in (4.13).

4.4.2 Sample-Based Maximization

Following the MCMC concept, we solve (4.13) by generating a population of sam-

ples distributed according to (the normalized version of) p(N,Pd,Ts). The sam-

ples generated by an MCMC method form a Markov chain whose stationary distri-

bution equals the target distribution. Each iteration of the MCMC method generates

a new sample (N (m),T
(m)
s ,P

(m)
d ), where m is the sample index (or iteration in-

dex). As the number of samples increases, the maximum of p(N (m),T
(m)
s ,P

(m)
d )

over all m will converge towards the maximum of p(N,Ts,Pd). We can there-

fore approximate the optimal N , Ts and Pd by the sample that achieves the largest
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p(N (m),T
(m)
s ,P

(m)
d ):

N∗ = N (mmax), P
∗
d = P

(mmax)
d , T

∗
s = T

(mmax)
s

with

mmax = argmax
m

{p(N (m),P
(m)
d ,T(m)

s )} .

4.4.3 Reversible-Jump Sampler

In the optimization problem (4.8), the number of elements in Ts and Pd depends

on the number of cooperating devices N . Hence, finding the optimal N∗ can be

viewed as finding the optimal dimension of T
∗
s and P

∗
d, and (4.8) can be cate-

gorized as a “trans-dimensional” optimization problem [61]. The algorithm that

we propose for solving this problem is based on the reversible-jump sampler con-

cept [56], which is a special case of MCMC that is particularly suited for trans-

dimensional problems. In each iteration, the reversible-jump sampler first randomly

generates a proposal (Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d ) from some proposal distribution

that we can choose freely (under some mild conditions). Based on the proposal

distribution and the desired target distribution, the algorithm then calculates an “ac-

ceptance” probability for the proposal. If the proposal is accepted, the new sample

(N (m+1),T
(m+1)
s ,P

(m+1)
d ) (where m+1 is the iteration index) is chosen equal to

the proposal. Otherwise, the new sample is chosen equal to (N (m),T
(m)
s ,P

(m)
d ),

i.e., the sample from the previous iteration. This approach produces samples that

are distributed according to the desired target distribution [56].

For generating the proposal (Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d ), we first choose the

proposed dimension Ñ (m+1). Given the previous sample N (m), the proposal may

either move to one dimension higher (i.e., include one more cooperating device) or

move to one dimension lower (i.e., remove one cooperating device) or move within

the same dimension (i.e., remain with the current number of cooperating devices).

The distribution of Ñ (m+1) given N (m) can be expressed as

q(Ñ (m+1) | N (m)) =











(N (m) + 1) ,with probability β+N
(N (m) − 1) ,with probability β−N
N (m) ,with probability β=N

(4.14)

where β+N + β−N + β=N = 1.

Next, we will discuss how the proposed P̃
(m+1)
d and T̃

(m+1)
s are generated, for

the three different cases distinguished in (4.14). For the case of moving within the
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same dimension, i.e., Ñ (m+1) = N (m), the elements of P̃
(m+1)
d are generated from

the proposal distribution

q(P̃
(m+1)
dj

| P (m)
dj

) ∼ U
(

max{0, P (m)
dj

− βPd
},min{P (m)

dj
+ βPd

, 1}
)

(4.15)

for j = 1, 2, . . . , (Ñ (m+1) − 1), where U(·) denotes the continuous uniform dis-

tribution and βPd
defines the width of its interval, centered at the previous sample

position P
(m)
dj

. min{·, ·} and max{·, ·} return the smallest and the largest, respec-

tively, of the arguments. The last element of P̃
(m+1)
d , i.e., P̃

(m+1)
d
Ñ(m+1)

, is chosen de-

terministically such that the targeted detection probability Q̄d is satisfied. The de-

terministic function P̃
(m+1)
d
Ñ(m+1)

(

Q̄d, P̃
(m+1)
d1

, . . . , P̃
(m+1)
d
(Ñ(m+1)−1)

)

can be derived from

the cooperative probability of detection Qd formula (cf. (2.10)), yielding

P̃
(m+1)
d
Ñ(m+1)

(

Q̄d, P̃
(m+1)
d1

, . . . , P̃
(m+1)
d
(Ñ(m+1)−1)

)

=
Q̄d −

∑(Ñ(m+1)−1)
k=K ψ(k)

ψ(K)
(4.16)

where

ψ(k) =
∑

A
(a)

k,∼Ñ(m+1)
⊆A

k,∼Ñ(m+1)

(

∏

g∈A
(a)

k,∼Ñ(m+1)

P̃
(m+1)
dg

)

(

∏

h∈{N\A
(a)

k,∼Ñ(m+1)}
(1− P̃

(m+1)
dh

)
)

. (4.17)

Here, ∼Ñ (m+1) means that the respective set does not contain the element corre-

sponding to device Ñ (m+1). The elements of T̃
(m+1)
s are generated from

q(T̃ (m+1)
sj | T (m)

sj ) ∼ U
{

max{τ, T (m)
sj − βTs},min{(T (m)

sj + βTs), (Tsf − Tsr)}
}

(4.18)

for j = 1, 2, . . . , Ñ (m+1), where βTs defines the width of the uniform distribution

intervals, centered at the previous sample position T
(m)
sj .

For the case of moving one dimension higher, i.e., Ñ (m+1) = (N (m) + 1), we

consider the following distribution for the elements of P̃
(m+1)
d :

q(P̃
(m+1)
dj

| P (m)
dj

) =







P
(m)
dj

− ϕPd

Ñ (m+1) − 2
, for j = 1, 2, . . . , (Ñ (m+1) − 2)

ϕPd
, for j = (Ñ (m+1) − 1)

(4.19)

where ϕPd
∼ U(0, 1). Again, the last element of P̃

(m+1)
d , i.e., P̃

(m+1)
d
Ñ(m+1)

, is chosen

deterministically according to P̃
(m+1)
d
Ñ(m+1)

(

Q̄d, P̃
(m+1)
d1

, . . . , P̃
(m+1)
d
(Ñ(m+1)−1)

)

. For the
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elements of T̃
(m+1)
s , we choose:

q(T̃ (m+1)
sj | T (m)

sj ) =







T (m)
sj − ϕTs

Ñ (m+1) − 1
, for j = 1, 2, . . . , (Ñ (m+1) − 1)

ϕTs , for j = Ñ (m+1)

(4.20)

where ϕTs ∼ U{τ, (Tsf − Tsr)} is defined as a discrete uniform distribution on an

interval of length τ .

For the case of moving one dimension lower, i.e., Ñ (m+1) = (N (m) − 1),

the proposal distribution for the detection probabilities and sensing times are as

follows:

q(P̃
(m+1)
dj

| P (m)
dj

) = P
(m)
dj

+
ϕPd

Ñ (m+1) − 1
, for j = 1, 2, . . . , (Ñ (m+1) − 1)

(4.21)

q(T̃ (m+1)
sj | T (m)

sj ) = T (m)
sj +

ϕTs

Ñ (m+1)
, for j = 1, 2, . . . , Ñ (m+1) (4.22)

As in the other two cases, the last element of P̃
(m+1)
d is chosen deterministically

according to P̃
(m+1)
d
Ñ(m+1)

(

Q̄d, P̃
(m+1)
d1

, . . . , P̃
(m+1)
d
(Ñ(m+1)−1)

)

.

The acceptance probability of the proposal is defined as 1 whenever the pro-

posal has a higher probability distribution function p(N,Ts,Pd) than the previous

sample, i.e.,

Nm+1 = Ñ (m+1)

T
(m+1)
s = T̃

(m+1)
s

P
(m+1)
d = P̃

(m+1)
d











for p(Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d )

≥ p(N (m),T
(m)
s ,P

(m)
d )

(4.23)

If the probability of the proposal is lower than that of the previous sample, the pro-

posal will still be accepted with a certain probability. From [56, 62], this probability

can be derived as

̺(Ñ (m+1), T̃(m+1)
s , P̃

(m+1)
d ) =

p(Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d )

p(N (m),T
(m)
s ,P

(m)
d )

Ñ(m+1)−1
∏

j=1

(q(P
(m)
dj

| P̃ (m+1)
dj

) q(T
(m)
sj | T̃ (m+1)

sj )

q(P̃
(m+1)
dj

| P (m)
dj

) q(T̃
(m+1)
sj | T (m)

sj )

)

×
q(T

(m)
s
Ñ(m+1)

| T̃ (m+1)
s
Ñ(m+1)

)

q(T̃
(m+1)
s
Ñ(m+1)

| T (m)
s
Ñ(m+1)

)

∣

∣

∣

∣

∣

∂(P̃
(m+1)
d , T̃

(m+1)
s ,ϕ)

∂(P
(m)
d ,T

(m)
s ,ϕ)

∣

∣

∣

∣

∣

(4.24)
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where ϕ , [ϕPd
, ϕTs ], and the Jacobian determinant
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It can be shown that, with the chosen settings, this Jacobian is equal to one. If

̺(Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d ) is greater than some random number rand ∼ U(0, 1),

then we accept the proposal. In the converse case, we take the previous values as

the next samples, i.e.,

Nm+1 = N (m)

T
(m+1)
s = T

(m)
s

P
(m+1)
d = P

(m)
d











for p(Ñ (m+1),T
(m+1)
s , P̃

(m+1)
d )

< p(N (m),T
(m)
s ,P

(m)
d )

(4.26)

Note that ̺(Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d ) is always be greater than or equal to one if

p(Ñ (m+1),T
(m+1)
s , P̃

(m+1)
d ) ≥ p(N (m),T

(m)
s ,P

(m)
d ), which leads back to (4.23).

The stochastic acceptance rule enables the algorithm to explore the space better and

avoid being trapped at a local optimum. By alternating the two steps of generating

a proposal and accepting/rejecting it, we generate samples N (m),T
(m)
s and P

(m)
d

from the distribution p(N,Ts,Pd).

The reversible-jump sampler algorithm for finding the optimal number of coop-

erating devices N∗, sensing times T∗
s and probability of detections P

∗
d that jointly

minimize the energy usage in CSS is shown in Algorithm 1.
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Algorithm 1 Optimal number of cooperating devices N∗, sensing times T∗
s and

probability of detections P∗
d

1: Given set J of HAN devices in a cluster, with signal-to-noise-ratio of the in-

cumbent user at each sensing device SNRpj .

2: Sort the elements in J in descending order of the SNRpj .

3: Initialize the first sample N (1), P
(1)
d , [P

(1)
dj

]j∈{1,2,...,N(1)} and

4: T
(1)
s , [T

(1)
sj ]j∈{1,2,...,N(1)} with arbitrary values.

5: repeat

6: Get a sample proposal for N (m+1) : Ñ (m+1) ∼ q(Ñ (m+1) | N (m))

according to (4.14).

7: for each j ∈ {1, 2, . . . , Ñ (m+1)} do

8: Get a sample proposal for T
(m+1)
sj : T̃

(m+1)
sj ∼ q(T̃

(m+1)
sj | T (m)

sj )

according to (4.18), (4.20) or (4.22).
9: end for

10: for each j ∈ {1, 2, . . . , (Ñ (m+1) − 1)} do

11: Get a sample proposal for P
(m+1)
dj

: P̃
(m+1)
dj

∼ q(P̃
(m+1)
dj

| P (m)
dj

)

according to (4.15), (4.19) or (4.21).
12: end for

13: Get a sample proposal for P
(m+1)
d
Ñ(m+1)

:

P̃
(m+1)
d
Ñ(m+1)

= P̃
(m+1)
d
Ñ(m+1)

(

Q̄d, P̃
(m+1)
d1

, . . . , P̃
(m+1)
d
(Ñ(m+1)−1)

)

according to (4.16).

14: Calculate the acceptance probability ̺(Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d )

according to (4.24).

15: if rand ≥ ̺(Ñ (m+1), T̃
(m+1)
s , P̃

(m+1)
d ) then

16: N (m+1) = Ñ (m+1), P
(m+1)
d = P̃

(m+1)
d and T

(m+1)
s = T̃

(m+1)
s .

17: else

18: N (m+1) = N (m), P
(m+1)
d = P

(m)
d and T

(m+1)
s = T

(m)
s .

19: end if

20: until maximum iterations

21: N∗ = N (mmax), P∗
d = P

(mmax)
d and T

∗
s = T

(mmax)
s , with

22: mmax = argmaxm{p(N (m),P
(m)
d ,T

(m)
s )}.
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4.5 Performance Evaluation and Discussions

4.5.1 Evaluation Setup

In this section, we evaluate the performance of the proposed CSS scheme denoted

by minN ,Pd,Ts , Ecss, and compare it with three other schemes:

i) maxPd,Ts R with Pdj = Pd, Tsj = Ts, ∀j, where Pd and Ts are optimized

such that the achievable throughput R is maximized; we define this as the

conventional scheme;

ii) minPd,Ts Ecss with Pdj = Pd, Tsj = Ts, ∀j, where Pd and Ts are optimized

such that CSS energy consumption Ecss is minimized;

iii) minPd,Ts Ecss which is the same as scheme (ii)) except that Pdj and Tsj can

vary from device to device; in this scheme, all devices in the cluster are used

for the CSS and N is not optimized.

The following values are used for the network and kept throughout this section:

the superframe duration Tsf = 100 ms, the sensing-report duration Tsr = 0.5 ms,

the sampling duration τ = 0.1 ms, the target detection probability Qd = 0.9 and

the probability of idle channel P (H0) = 0.7. Moreover, in this work, the majority

fusion rule k = ⌈N2 ⌉ is considered for the CSS as this has been found to be optimal

or nearly optimal [22, 21]. The power consumption for transmission and reception

of HAN devices are 20 mW and 36.54 mW, respectively, which is also used in

[23, 24]. We also considered that the incumbent user’s SNR is different at each

HAN devices, i.e. between −13.0 dB and −6.0 dB (a range that gives a good

dynamic response to the sensing time and probability of detection and false alarm,

c.f. Figure 2.11). For consistency, we generate this value once for each device and

use it throughout this section.

For the reversible-jump MCMC, we choose: β+N = 0.25, β−N = 0.25, β=N =

0.5, βPd
= 0.2, βTs = 30τ . The initial P

(1)

d,∼N(1) and T
(1)
s are set to 0.8 and

32.0 ms, respectively. Note that the results in this section show the gain for a

single superframe of a channel. The cumulative gain will be higher if multiple

superframes and channels are taken into consideration.

4.5.2 A Simple Network Case

We first evaluate the energy and throughput efficiency performance of the proposed

CSS scheme and the three reference schemes for a simple network setup where
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there are only two HAN devices in the cluster such that j ∈ J = {1, 2} with

{SNRpj} = {−12.3,−9.5} dB, respectively. This is to make the results more

readable, particularly for graphs where each device j ∈ J is assessed individually,

and also to facilitate the discussion of the resulting setting for each cooperating

device j in all cases.

Figure 4.3(a) shows that the network throughput demands D are dynamically

and closely satisfies with the corresponding achievable throughput R for the minEcss

schemes. At the same time, a smaller sensing energy Ecss is achieved when the de-

mand is lower, as can be seen in Figure 4.3(b). Maximizing the achievable through-

put R regardless of the demand D (i.e., the conventional scheme), on the other

hand, causes an unnecessary high sensing energy Ecss overhead. For example, for

D = 0.1, over 94% of the sensing energy can be saved. This is intuitive since lower

throughput demandD (cf. Figure 4.3(e) and 4.3(f)), which amounts to shorter sens-

ing times (cf. Figure 4.3(c)) and thus, lower sensing energy. In the conventional

scheme, more than 30% of the superframe time is used for spectrum sensing at all

times, resulting in constantly high in sensing energy even when the demand D is

very low.

Moreover, by allowing each cooperating device j to have its individual sensing

time Tsj and detection probability Pdj , we are able to further reduce the sensing

energy Ecss, for example by 56% at D = 0.226. At low throughput demand D,

the proposed scheme achieves even lower Ecss by excluding unnecessary sensing

devices. Here we achieved this by allocating cooperating device 1, which has a

lower incumbent user’s SNR, with a lower detection probability Pd1 . Consequently

it can achieve a lower Pf1 , hence lower Qf and higher R, without requiring a very

long sensing time Ts1 . This is shown in Figure 4.3(d). In addition to this, by

excluding device 1 in the spectrum sensing during a low D (note that there is no

line for j = 1 atD < 0.226 in Figure 4.3(c)–(e)), we are able to achieve the highest

energy efficiency among all schemes. This is because, for satisfying a demand D

in this region, including device 1 for spectrum sensing is less energy efficient than

prolonging the sensing time of device 2, i.e., Ts2 . Recall that Ecss increases with

the total number of cooperating devices N .

For a higher D, on the other hand, an inclusion of device 1 is necessary as

it can only be satisfied with a higher cooperation in the spectrum sensing (i.e.,

more cooperating devices and longer sensing time by all devices). Note that, for

D ≥ 0.226, schemes (i)) and (ii)) are unable to satisfy the demand D anymore. In

other words, the higher throughput can only be achieved by allowing each device j

to have different Pdj and Tsj . AtD = 0.254 the throughput of the proposed scheme
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Figure 4.3: Performance evaluation on a simple network model of the proposed

CSS scheme and the three reference schemes, in relation with the normalized

average network’s throughput demand D: (a) the normalized average achievable

throughput R, (b) the CSS’s energy consumption Ecss, (c) the sensing time of each

cooperating device Tsj normalized to the total superframe time Tsf , (d) the detec-

tion probability Pdj of each sensing device, (e) the false alarm probability Pfj of

each sensing device, (f) the cooperative false alarm probability Qf .
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is 12% higher than that of the conventional scheme, and it is achieved with 0.37%

less energy. This is attained by utilizing the time available for sensing in CSS to

the maximum: device 2 continues sensing until the end of device 1’s sensing-report

transmission duration, i.e., Ts2 = Ts1 + Tsr.

Notice that the cooperative probability of false alarm Qf at throughput demand

D = 0.248 is higher than at the previous point i.e., D = 0.24. This shows that a

higher throughput demand need not necessarily be satisfied through a lower cooper-

ative probability of false alarm. Recall that, besides Qf , the achievable throughput

R ≥ D also depends on the maximum sensing time among all cooperating devices

maxj∈N{Tsj}. Algorithm 1 finds the best tradeoff that results in the lowest energy

consumption. For D = 0.248, a higher Qf and lower maxj∈N{Tsj} are chosen,

compared to D=0.24.

4.5.3 A Many CR-based HAN Devices Case

Now we evaluate the energy and throughput performance of the proposed CSS

scheme when many HAN devices available in the cluster, which describes a dense

HAN scenario. The performance is compared with scheme (iii) which is the same

case as the proposed scheme except that all available devices j in the cluster are

included in the spectrum sensing. Let us assumed that j ∈ J = {1, 2, . . . , 6} with

{SNRpj} = {−12.3,−9.5,−7.5,−9.5,−6.5,−7.0} dB, respectively. Note that

the simulation can also be done for any number of HAN devices. The result shown

in Figure 4.4 illustrates that the proposed scheme provides better energy efficiency

and can achieve the same (or higher) maximum throughput, which indicates the

benefits of selecting the optimal cooperating devices used for spectrum sensing,

instead of utilizing all of them.

Figure 4.5 shows the corresponding sensing time Tsj and probability of detec-

tion Pdj of all HAN devices j in the cluster for the proposed scheme, which also

indicate which cooperating devices are selected for spectrum sensing (i.e., devices

for which Tsj and Pdj are shown). Clearly, it can be seen that only a few number

of cooperating devices are needed for the spectrum sensing to satisfy the network’s

throughput demand D, particularly when the demand is low. Even the highest

achievable throughput R = 0.52 only requires four cooperating devices, which

demonstrates that it is not necessary to involve all devices in order to achieve the

maximum achievable throughput.
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Figure 4.4: The energy consumption of cooperative spectrum sensing with and

without device selection, when there are more CR-based HAN devices in the clus-

ter.

4.6 Conclusion

In cognitive radio, it is very important to ensure that the energy consumption in

spectrum sensing is minimum, particularly for battery-powered devices, as devices

should spend their energy more on executing their actual application. At the same

time, it is also important that the demanded throughput of the network is satisfied

in an efficient way. In this work, an energy and throughput efficient cooperative

spectrum sensing (CSS) scheme for a home area network was proposed, where the

demanded throughput of the network and the different signal-to-noise-ratio of the

primary user at each sensing device are taken into account. The proposed scheme

selects the cooperating devices and jointly determines the sensing time and the de-

tection probability of each selected sensing device were jointly determined. These

values can be different from one device to another. We showed that over 94% sens-

ing energy can be saved by considering the throughput demand in optimizing the

CSS. In addition, by allowing each cooperating device to have different sensing

time and detection probability from one another, the energy consumption was fur-

ther reduced, for example by 56% at D = 0.226. This innovation also allowed us

to achieve 12% higher throughput with 0.37% less energy as compared to the con-

ventional scheme. Moreover, when many HAN devices are available in the cluster,

it is highly beneficial to select the optimal subset of devices for CSS, rather than

utilizing all of them. We showed that, for a case of six HAN devices, more than

30% of the sensing energy can be saved.
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Figure 4.5: The selected cooperating devices for spectrum sensing form graphs of:

(a) the normalized spectrum sensing time, and (b) the detection probability, with

respect to the normalized average network’s throughput demand.
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In the next chapter, we will further work on grouping the selected HAN devices

to form multiple spectrum sensing groups. We will then schedule the groups to

sense the optimal channels set used by the cluster.
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Chapter 5
Sensing Device Grouping and

Scheduling for Multi-channel

Cooperative Spectrum Sensing

In the previous chapter, we have worked at optimally selecting the cognitive HAN

devices for spectrum sensing, such that it gives the lowest cooperative spectrum

sensing energy consumption and at the same time satisfies the demanded through-

put of the network. The selection is based on the signal-to-noise-ratio of the in-

cumbent user at each device. In this chapter, we will further work at grouping the

HAN devices together to form multiple cooperative spectrum sensing groups, and

then schedule these groups to sense the selected channels. In doing this, we want

to make sure that the energy that will be used for the spectrum sensing is kept to

a minimum, the lifetime of each HAN device is maximized, and at the same time,

the throughput demand of the network is kept satisfied. For this, we will take the

energy condition of each HAN device into consideration, in addition to the signal-

to-noise-ratio of the incumbent user.

5.1 Introduction

In a typical cognitive radio-based communication, the CR-based HAN devices

(which later on will also be denoted simply as HAN devices) need to sense the

spectrum to find idle channels to communicate. In the scenario of a dense HAN,

there will exist a large number of HAN devices in a house. Asking all available

87
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devices to sense a channel at the same time will lead to an unnecessary overhead

including high spectrum sensing energy consumption and reduce the communica-

tion throughput. Hence, in Chapter 4, we determined the optimal subset of HAN

devices which should be selected for the spectrum sensing task, and the corre-

sponding optimal spectrum sensing time and detection probability of each of the

selected devices, that minimized the cooperative spectrum sensing (CSS) energy

consumption and at the same time satisfied the demanded average communication

throughput.

However, that particular work is limited to a single channel and a single spec-

trum sensing group. In this chapter, we will extend the work to multiple channels

and multiple CSS groups. Consequently, these HAN devices will be divided into

groups leading to multiple CSS groups. These groups are scheduled to sense the ac-

tive in-band channels in the cluster. In addition, the optimal spectrum sensing time

and detection probability of each device will be jointly determined. These will be

done with the objective of minimizing the total energy consumption in CSS and

at the same time ensuring the average demanded throughput is satisfied. Further-

more, in doing so, we also attempt to fairly distribute the spectrum sensing burden

among the available CR-based HAN devices such that the lifetime of each device

is optimized to its expected lifetime: this is regarded as CSS load fairness.

5.2 System Model

A CR-based HAN network model as proposed in Chapter 3 is considered. We

denote device j’s residual energy, expected lifetime, and incumbent user’s signal-

to-noise ratio at each channel i asEresj , Tlivej , and SNR
(i)
pj , respectively. The initial

expected lifetime is defined for example by the device’s manufacturer which can be

calculated from the energy capacity installed (e.g., battery) and the typical energy

consumption of the device. The active in-band channel is denoted as i, where i ∈ I .

The group of devices that is assigned to sense channel i is denoted as N (i).

Figure 5.1 shows the proposed CR multi-channel and multi-CSS-group opera-

tion for one network cluster, and the CSS strategy considered in this chapter. The

number of channels used in a cluster is adaptive, i.e. it can be expanded or shrunk

depending on the total throughput demand of the network cluster, as mentioned in

more detail in Chapter 3.

This figure also illustrates that the superframe of each channel i comprises of

two sub slots: a sub slot of duration T
(i)
css for cooperative spectrum sensing, and a

sub slot of duration T
(i)
com for data communication. In the former slot, each sens-
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spectrum-sensing-group cognitive radio network operation, with the cooperative
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ing device j executes spectrum sensing for a duration of T
(i)
sj , and then reports its

sensing outcome to the CH at time t
(i)
tsrj

for a duration of Tsr.

The spectrum sensing is based on energy detection. We use P
(i)
fj

and P
(i)
dj

to

denote the false alarm and the detection probabilities of device j at channel i, re-

spectively. Considering the same assumptions as in Chapter 2, from (2.7), for a

targeted P̄
(i)
dj

we then have

P
(i)
fj

(P̄
(i)
dj
,SNR(i)

pj , T
(i)
sj ) = Q



SNR(i)
pj

√

T
(i)
sj

2τ
+Q−1(P̄

(i)
dj

)

√

1 + 2SNR
(i)
pj





(5.1)

Alternatively, if a target P̄
(i)
fj

needs to be achieved, from (2.8), the achievable P
(i)
dj

can be expressed as

P
(i)
dj

(P̄
(i)
fj
,SNR(i)

pj , T
(i)
sj ) = Q





1
√

1 + 2SNR
(i)
pj

(

Q−1(P̄
(i)
fj

)− SNR(i)
pj

√

T
(i)
sj

2τ

)



 .

(5.2)

Consequently, from (5.1) and (5.2) we can write

T (i)
sj (SNR(i)

pj , P̄
(i)
fj
, P̄

(i)
dj

) =
2τ

(SNR
(i)
pj )

2

(

Q−1(P̄
(i)
fj

)−Q−1(P̄
(i)
dj

)

√

1 + 2SNR
(i)
pj

)2

.

(5.3)

We consider CSS with a hard-fusion strategy, wherein each cooperating CR-

based HAN device sends its local decision to the CH. Let N (i) = |N (i)| be the

total number of HAN devices selected to sense channel i. The CH makes the final

decision and decides that the channel is occupied, denoted as H1, if at leastK out of

N (i) cooperating CR-based HAN devices have decided that the incumbent user is

present; otherwise an idle channel, denoted as H0, will be decided. By considering

this, the cooperative probability of detection and false alarm of channel i can be

written as

Q
(i)
d =

N(i)
∑

k=K

∑

A
(a)
k

∈Ak

∏

g∈A
(a)
k

(P
(i)
dg

)
∏

h∈{N (i)\A
(a)
k

}

(1− P
(i)
dh

) (5.4)

Q
(i)
f =

N(i)
∑

k=K

∑

A
(a)
k

∈Ak

∏

g∈A
(a)
k

(P
(i)
fg

)
∏

h∈{N (i)\A
(a)
k

}

(1− P
(i)
fh

) (5.5)
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where Ak is a set consisting of all possible subsets of k elements of N (i), rep-

resenting the k out of N (i) sensing devices that locally decide that the channel

is occupied. A(a)
k ∈ Ak is one of the sets in Ak, where a is an index such that

a = 1, · · · ,
(

N(i)

k

)

. g, h ∈ N (i) are sensing device indices.

We assume that the sensing-reports are transmitted through one of the active

in-band channels, i.e., as explained in more details in Chapter 3 and 4. Conse-

quently, the sensing-report of each device can be transmitted directly after the cor-

responding sensing time (i.e., t
(i)
tsrj

= T
(i)
sj ), as long as it does not fall within the

active reporting duration of the other cooperating devices, such that {t(i)tsrj
, (t

(i)
tsrj

+

Tsr)} ∩ {t(i)tsrg , (t
(i)
tsrg + Tsr)} = ∅,∀j, g, where j, g ∈ N (i), and ttsrj and ttsrg are

the starting time of the sensing-report transmission of device j and g, respectively.

Consequently, the CSS duration T
(i)
css for set N (i) of cooperating devices can be

expressed as

T (i)
css = max{t(i)tsrj

, j ∈ N (i)}+ Tsr. (5.6)

5.3 Problem Formulation

5.3.1 Energy and Throughput Efficiency

Let Ps and Ptx denote the power for local spectrum sensing and sensing-report

transmission, respectively, which are assumed to be the same for all devices. Then,

the energy consumption that HAN device j needs to sense channel i can be ex-

pressed as

E(i)
cssj = PsT

(i)
sj + PtxTsr (5.7)

For a cluster that has active in-band channels set I , the total energy consumption

for spectrum sensing can now be calculated as

Ecss =
∑

i∈I

∑

j∈N (i)

(E(i)
cssj) . (5.8)

In doing this, we also want to ensure that the average demanded throughput D and

the targeted cooperative detection probability Q
(i)
d , for i ∈ I , are satisfied, i.e.,

for SU quality-of-service (QoS) and incumbent user protection, respectively. This
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problem can be written as

min
{N (i),i∈I,},{T

(i)
sj

,P
(i)
dj

,j∈N (i),i∈I}, I

Ecss (5.9)

s.t., Q
(i)
d

(

{P (i)
dj
, j ∈ N (i)}

)

≥ Q̄d, i ∈ I (5.10)

R
(

{T (i)
sj , j ∈ N (i), i ∈ I}

)

≥D (5.11)

5.3.2 Lifetime Efficiency for Sensing Device Fairness

Notice that, by focusing only on energy and throughput efficiency, the high SNR
(i)
pj

devices will always be loaded with a high sensing burden e.g., always be selected

and given a longer sensing time than the relatively lower SNR
(i)
pj devices. As a

result, the energy of the always-selected devices will be depleted quickly while the

others still have more remaining energy. In addition, in reality, each HAN device is

deployed at a different time instant, and it has different communication patterns and

expected lifetime. Thus, this results in diverse spectrum sensing energy efficiency

requirements for different devices in the cluster. To address this CSS fairness issue,

we introduce a fitness coefficient parameter for each HAN device j, denoted as αj ,

that indicates the relative level of energy efficiency required by a HAN device as

compared to the other devices.

Let Eonecycle denotes the expected energy for a single spectrum sensing cycle,

which can be estimated based on, for example, a long term measurement. Then,

the expected energy to live to the expected lifetime Tlivej can be calculated as

Elivej = Eonecycle

Tlivej
Tsf

(5.12)

where
Tlivej

Tsf
is the total number of expected superframe cycles that device j will go

through until the expected lifetime. Based on this definition, the proposed fitness

coefficient parameter for device j can be formulated as

αj =
Elivej − Eresj

Elivej

. (5.13)

αj indicates the normalized amount of the remaining energy that a device has as

compared to the energy that the device requires to live to the expected lifetime

Tlivej . A lower value (i.e., less than zero) indicates that the device has more re-

maining energy, and vice versa. Notice that αj does not only capture the difference

in the amount of energy left at each sensing device, but it also accommodates the

difference in the lifetime duration that each device is expected to be in operation.
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Figure 5.2: Accelerating positive and negative error values by using a cubic func-

tion (·)3 .

5.3.3 Optimization Function Formulation

By considering the aforementioned discussions, we can derive a cost function that

specifies the relative cost of using HAN device j to sense channel i in a particular

CSS cycle, i.e.,

C
(i)
j =

E
(i)
cssj

Eonecycle
+ αj (5.14)

where the denumerators Eonecycle is the normalization factor for the CSS energy

consumption. Both parts can be further adjusted with some coefficient to provide

priority, or modification to provide control e.g., accelerating the error correction if

it exceeds a certain value. In this work, we apply a coefficient δ to accommodate

the priority between energy and lifetime efficiency, while the cubic function i.e.,

(·)3, can be applied to accelerate the error correction if it is larger than one or lower

than negative one, i.e., as shown in Figure 5.2. By this definition, the cost function

for device j to sense channel channel i becomes

C
(i)
j = δ

( E
(i)
cssj

Eonecycle

)3
+ (1− δ)α3

j (5.15)

Further, the total cost of sensing channel set I with the corresponding sensing

device sets N (i), i ∈ I can be written as

C =
∑

i∈I

∑

j∈N (i)

C
(i)
j . (5.16)
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5.4 Optimal Grouping and Scheduling for Multi-channel

Cooperative Spectrum Sensing

In the previous chapter, we have solved the problem of finding the optimal sensing

time and detection probability of each sensing device for a single channel and a

single sensing group case by using the Markov-chain Monte-Carlo (MCMC) opti-

mization method. Here we can apply the same method to find the T
(i)
sj and P

(i)
dj

, for

j ∈ N (i) and i ∈ I , by fixing sensing device set N (i), i ∈ I and the channel set I .

We will do this for all possible combinations of elements in I and N (i), i ∈ I , and

obtain the optimal solution i.e., the combination that has the lowest cost C among

all combinations. By this, the optimization problem becomes

min
{T

(i)
sj

,P
(i)
dj

,j∈N (i),i∈I}

C
(

{N (i), i ∈ I},I
)

s.t., Q
(i)
d

(

{P (i)
dj
, j ∈ N (i)}

)

≥ Q̄d, i ∈ I
R
(

{T (i)
sj , j ∈ N (i), i ∈ I}

)

≥D

{N (a)} ∩ {N (b)} = ∅, ∀a, b . (5.17)

where a, b ∈ J . It is assumed in this chapter that for each sensing cycle, each

sensing device can be assigned to sense only one channel, i.e., given by the last

constraint in (5.17).

5.4.1 MCMC Problem Formulation

As in the previous chapter, we have to first transform the optimization problem

(5.17) into a suitable form. Following the same procedure in Chapter 4.4.1, we will

arrive at

max
{T

(i)
sj

,P
(i)
dj

,j∈N (i),i∈I}

{p({T (i)
sj , P

(i)
dj
, j ∈ N (i), i ∈ I})} (5.18)

where

p({T (i)
sj ,P

(i)
dj
, j ∈ N (i), i ∈ I})

= exp
(

− C
(

{N (i), i ∈ I},I
)

)

· Ic(T (i)
sj , P

(i)
dj
, j ∈ N (i), i ∈ I})

(5.19)
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and

Ic(T
(i)
sj , P

(i)
dj
, j ∈ N (i),i ∈ I})

=











1, Q
(i)
d

(

{P (i)
dj
, j ∈ N (i)}

)

≥ Q̄d, i ∈ I and

R
(

{T (i)
sj , j ∈ N (i), i ∈ I}

)

≥ D

0, otherwise.

(5.20)

5.4.2 Metropolis-Hastings Sampler

In this chapter, we use a simpler sampler which is the Metropolis-Hastings sampler

[63] instead of the reversible-jump sampler because the problem in (5.17) does

not involve any trans-dimension movement, i.e., the channel set I and the sensing

device selection for each channel i, N (i), i ∈ I , are fixed.

The proposed T
(i)
sj and P

(i)
dj

, for j ∈ N (i), i ∈ I , can be generated in the same

way as those are generated in the reversible-jump sampler in the previous chapter,

for the case of moving within the same dimension. These are, for each combination

of elements in I ⊂ {i1, i2, . . . , iI} and {N (i), i ∈ I} ⊂ J ,

q(T̃ (i,m+1)
sj | T (i,m)

sj ) ∼ U
{

max{τ, T (i,m)
sj − βTs},min{(T (i,m)

sj + βTs), (Tsf − Tsr)}
}

(5.21)

for j ∈ N (i), i ∈ I , and

q(P̃
(i,m+1)
dj

| P (i,m)
dj

) ∼ U
(

max{0, P (i,m)
dj

− βPd
},min{P (i,m)

dj
+ βPd

, 1}
)

(5.22)

for j ∈ {N (i) \N (i)}, i ∈ I and

P̃
(i)
d
N(i)

(

Q̄d, P̃
(i,m+1)
d1

, . . . , P̃
(i,m+1)
d
(N(i)−1)

)

=
Q̄d −

∑(N(i)−1)
k=K ψ(k)

ψ(K)
(5.23)

where

ψ(k) =
∑

A
(a)

k,∼N(i)⊆A
k,∼N(i)

(

∏

g∈A
(a)

k,∼Ñ(i)

P̃
(i,m+1)
dg

)

(

∏

h∈{N\A
(a)

k,∼Ñ(i)}
(1− P̃

(i,m+1)
dh

)
)

. (5.24)
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The acceptance probability of the proposal can then be written as

̺({T̃ (i,m+1)
sj , P̃

(i,m+1)
dj

, j ∈ N (i), i ∈ I}) =

p({T̃ (i,m+1)
sj , P̃

(i,m+1)
dj

, j ∈ N (i), i ∈ I})
p({T (i,m)

sj , P
(i,m)
dj

, j ∈ N (i), i ∈ I})
∏

i∈I

(

∏

j∈{N (i)\N(i)}

(q(P
(i,m)
dj

| P̃ (i,m+1)
dj

) q(T
(i,m)
sj | T̃ (i,m+1)

sj )

q(P̃
(i,m+1)
dj

| P (i,m)
dj

) q(T̃
(i,m+1)
sj | T (i,m)

sj )

)

×
q(T

(i,m)
s
N(i)

| T̃ (i,m+1)
s
N(i)

)

q(T̃
(i,m+1)
s
N(i)

| T (i,m)
s
N(i)

)

)

.

(5.25)

Notice that we do not have Jacobian determinant in this equation as compared to

(4.24) of the previous chapter because there is no change of variable (number of

sensing devices) in this algorithm. The number of sensing devices and which de-

vices, as well as the number of channels and which channels are found by using

exhaustive search algorithm.

The algorithm for finding the optimal channels set I∗, sensing group sets for

each of the corresponding channel (N (i))∗, i ∈ I , and the corresponding sensing

time (T
(i)
sj )∗ and detection probabilities (P

(i)
dj

)∗, for j ∈ N (i), i ∈ I that jointly

minimize the energy usage and provide fairness in CSS is shown in Algorithm

2. The most part of the algorithm constitutes of the Metropolis-Hastings MCMC

algorithm which is given by line 3 until 22. The Metropolis-Hastings MCMC algo-

rithm is repeated for each and every possible combination of elements in set I and

N (i), i ∈ I , as given by the “for” loop of which begins at line 2 and ends at line

24. The optimal solution is given by the combination that gives the lowest cost C

i.e., given in line 25.

The complexity of the algorithm is caused by two parts: i) the complexity from

the Metropolis-Hastings MCMC algorithm which is linearly proportional to the

number of channels, the number of sensing devices, and the maximum number of

iterations chosen, and ii) the complexity from the exhaustive search which is expo-

nentially proportional to the number of channels and the number of HAN devices

in the network. Basically, the algorithm has to be executed for every CSS cycle

because the expected energy to live to the expected lifetime Elivej , and possibly

the residual energy Eresj , for j ∈ J changes after each CSS cycle. Alternatively,

the algorithm can also be executed in a less periodic (e.g., hourly) or only when an

event happens (e.g., a new device is deployed), in which this needs to be carefully

and optimally further determined.
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Algorithm 2 Optimal channels set I∗, sensing group sets for each corresponding

channel (N (i))∗, i ∈ I , and the corresponding sensing time (T
(i)
sj )∗ and detection

probabilities (P
(i)
dj

)∗ for j ∈ N (i), i ∈ I
1: Given the set of possible exploited channels {i1, i2, . . . , iI}, set J of HAN

devices in a cluster, and signal-to-noise-ratio of the incumbent user at each

sensing device in each channel SNR
(i)
pj .

2: for each combination of elements in I ⊂ {i1, i2, . . . , iI} and {N (i), i ∈ I} ⊂
J with {N (a)} ∩ {N (b)} = ∅, a, b ∈ J do

3: Initialize the first sample P
(i,1)
dj

and T
(i,1)
sj , for j ∈ N (i), i ∈ I with arbitrary

values.

4: repeat

5: for each i ∈ I do

6: for each j ∈ N (i) do

7: Get a sample proposal for T
(i,m+1)
sj :

T̃
(i,m+1)
sj ∼ q(T̃

(i,m+1)
sj | T (i,m)

sj ) according to (5.21).
8: end for

9: for each j ∈ {N (i) \N (i)} do

10: Get a sample proposal for P
(i,m+1)
dj

:

P̃
(i,m+1)
dj

∼ q(P̃
(i,m+1)
dj

| P (i,m)
dj

) according to (5.22).

11: end for

12: Get a sample proposal for P
(i,m+1)
d
N(i)

:

P̃
(i,m+1)
d
N(i)

= P̃
(i,m+1)
d
Ni)

(

Q̄d, P̃
(i,m+1)
d1

, . . . , P̃
(i,m+1)
d
(N(i)−1)

)

according to (5.23).

13: end for

14: Calculate the acceptance probability

̺({T̃ (i,m+1)
sj , P̃

(i,m+1)
dj

, j ∈ N (i), i ∈ I} according to (5.25).

15: if rand ≥ ̺({T̃ (i,m+1)
sj , P̃

(i,m+1)
dj

, j ∈ N (i), i ∈ I} then

16: P
(i,m+1)
d = P̃

(i,m+1)
d and T

(i,m+1)
s = T̃

(i,m+1)
s for j ∈ N (i), i ∈ I .

17: else

18: P
(i,m+1)
d = P

(i,m)
d and T

(i,m+1)
s = T

(i,m)
s for j ∈ N (i), i ∈ I .

19: end if

20: until maximum iterations

21: mmax = argmaxm{p({T̃ (i,m+1)
sj , P̃

(i,m+1)
dj

, j ∈ N (i), i ∈ I})},

for j ∈ {N (i), i ∈ I}, i ∈ I .
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22: P
(i)
dj

({N (i), i ∈ I},I) = P
(i,mmax)
dj

and T
(i)
sj ({N (i), i ∈ I},I) = T

(i,mmax)
sj .

23: Calculate C
(

{N (i), i ∈ I},I
)

according to (5.16).

24: end for

25: {{N (i), i ∈ I}min,Imin} =

arg min{{N (i),i∈I},I}{C
(

{N (i), i ∈ I},I,∀combinations
)

},

for j ∈ {N (i), i ∈ I}∗, i ∈ I∗.

26: {N (i), i ∈ I}∗ = {N (i), i ∈ I}min and I∗ = Imin.

27: (P
(i)
dj

)∗ = P
(i)
dj

({N (i), i ∈ I}min,Imin)

and (T
(i)
sj )∗ = T

(i)
sj ({N (i), i ∈ I}min,Imin).

5.5 Performance Evaluation and Discussions

5.5.1 Evaluation Setup

In this section, we evaluate the performance of the proposed grouping and schedul-

ing scheme. The same values as in the previous chapter, for the superframe dura-

tion, the sensing-report duration, the sampling duration, the target detection prob-

ability, the transmission and sensing power consumption of HAN devices, and the

fusion rule, are used in this section, i.e.,: Tsf = 100 ms, Tsr = 0.5 ms, τ = 0.1 ms,

Qd = 0.9, Ptx = 20 mW and Ps = 36.54 mW, and k = ⌈N2 ⌉, respectively. We set

the coefficient δ = 0.5 i.e., the efficiency between energy and lifetime are treated

as equally important.

Let us assume that there are two channels available to be exploited i.e., i ∈
{1, 2} with the probability of idle channel P (H0) of 0.75 and 0.65 for channel

1 and 2, respectively. There are four HAN devices available in the channel for

spectrum sensing i.e., J ∈ {1, 2, 3, 4}. For the SNR of the incumbent user, as in

the previous chapter, we consider that it is different at each HAN device, and also

different for each channel, i.e. between −13.0 dB and −6.0 dB. For consistency,

we generate this value once for each device and use it throughout this section,

i.e.,: [SNR
(1)
p1 ,SNR

(1)
p2 ,SNR

(1)
p3 ,SNR

(1)
p4 ] = [−11.17,−10.28,−10.31,−9.33] dB

for the respective devices for channel 1 and [SNR
(2)
p1 ,SNR

(2)
p2 ,SNR

(2)
p3 ,SNR

(2)
p4 ] =

[−7.95,−12.29,−7.07,−7.84] dB for the respective devices for channel 2. We

also assume that the average sensing time is 14 ms, hence from (5.7) we have the

expected energy for one sensing cycle Eonecycle = 52.16 mJ. The initial resid-

ual energy for each device is set as the following: [Eres1 , Eres2 , Eres3 , Eres4 ] =
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[1.0Elive1 , 1.25Elive2 , 0.85Elive3 , 0.5Elive4 ].

For the MCMC, we use the same setting as in the previous chapter: βPd
= 0.2,

βTs = 30τ , P
(i,1)
dj

= 0.8, for j ∈ {N (i) \ N (i)}, i ∈ I , and T
(i,1)
sj = 0.32, for

j ∈ N (i), i ∈ I .

5.5.2 Different Throughput Demands

We first evaluate the performance of the proposed scheme as a function of average

throughput demand D. Table 5.1 shows the optimal grouping and scheduling of

sensing devices in set J for channel set {1, 2}, in different throughput demand

D. It can be seen from the table that during the lowest demand i.e., D = 0.1, the

optimal setting is to use only one channel i.e., channel 1, and sense this channel by

using only one sensing device i.e., device 2. This can also be seen in the achievable

throughput R plot of Figure 5.3(a) and the CSS energy consumption Ecss plot of

Figure 5.3(b) (i.e., onlyR(i) andEcssj for which channels and devices, respectively,

used are shown). For this setting, device 2 is selected because it has the highest

excess energy as compared to the other devices. Even though device 4 has the

highest incumbent user SNR for channel 1, it is not chosen because it has a very

low residual energy Eres4 relative to its expected energy Elive4 , hence it is very

costly to be used for spectrum sensing c.f., (5.15). Besides, only a low achievable

throughput R needs to be obtained i.e., ≥ 0.1, hence the sensing requirement,

including the Qf , is also low. Therefore, device 2 can satisfy this with relatively

not-a-very-high sensing time T
(1)
s1 and hence also E

(1)
css1 , as shown in Figure 5.4(a)

and 5.3(b), respectively. Thus, this setting gives low in both Ecss and α, hence the

lowest cost C . In addition, channel 1 is chosen instead of 2 because the device

that is chosen to execute spectrum sensing i.e., device 2 has a better incumbent

user SNR for this channel. Besides, channel 1 has a higher channel-idle probability

P (H0) as compared to channel 2.

For throughput demand D = 0.2, a higher cooperation is required to achieve a

lowerQf and obtain a higher R that can satisfy this demand. For this, an addition of

device 1 on top of the previous settings, to sense channel 1, is found to be optimal.

Device 1 is chosen because it has the second highest good energy condition among

the available devices.

Then, when the throughput demand increases to D = 0.3, the optimal settings

become: use only channel 2 and sense this channel using only device 3, as can be

seen in Figure 5.4 (i.e., devices and channels for which T
(i)
sj are shown). Although

channel 2 has a lower P (H0) as compared to channel 1, and device 3 has a 25%
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less residual energy Eres3 from its expected Elive3 , but the highest incumbent user

SNR is at this device for this channel i.e., SNR
(2)
p3 . Hence it can produce a good

sensing outcome (i.e., high Qf ) that can satisfy the demanded throughput, with a

reasonable sensing time and thus energy.

The optimal decision to use both channel 1 and 2 begins when the throughput

demand becomes D = 0.4. At this throughput demand, device 2 and 1 are selected

to sense each channel, respectively. Further, an addition of device 3 is required to

cooperate with device 2 to sense channel 1 when the demand reached D = 0.6.

A full cooperation from all devices and a utilization of all channels are required

when the throughput demand becomes relatively very high, i.e., in this case D ≥
0.8. The optimal grouping and scheduling at this point are: device 2 and 4 are

grouped together to cooperatively sense channel 1, and device 1 and 3 are grouped

together to cooperatively sense channel 2. This grouping and scheduling settings

are obvious based on the incumbent user SNR of each device for each channel,

which could provide the highest achievable throughput R.

In all cases, the throughput demand is always satisfied i.e., as can be seen in

Figure 5.3(a). The corresponding probability of detection P
(i)
dj
, j ∈ {1, 2, 3, 4}, i ∈

{1, 2} are shown in Figure 5.5.
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Table 5.1: Optimal sensing device grouping and scheduling for cooperative spectrum sensing on different throughput demand

Throughput demand D Sensing device 1 Sensing device 2 Sensing device 3 Sensing device 4

0.1 – Channel 1 – –

0.2 Channel 1 Channel 1 – –

0.3 – – Channel 2 –

0.4 Channel 2 Channel 1 – –

0.5 – Channel 1 Channel 2 –

0.6 Channel 2 Channel 1 Channel 1 –

0.7 – Channel 1 Channel 2 Channel 1

0.8 Channel 2 Channel 1 Channel 2 Channel 1
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5.5.3 Lifetime Performance

We then evaluate the lifetime performance of the network with the proposed CSS

sensing device grouping and scheduling scheme. For this, we fixed the throughput

demand at D = 0.6 and the expected lifetime is set to 1, 000 cooperative spectrum

sensing cycles. It is worth to mention here the definition of lifetime that we consid-

ered in this thesis. As most commonly defined in the literature [64, 65], it is defined

as: the time to the first sensing device failure, which in this case is whenever the

residual energy becomes less than the energy required for a single spectrum sensing

cycle (Eresj < Eonecycle for any j, j ∈ J ).

Figure 5.6 shows the residual energy Eres of each sensing device after each

sensing cycle. The proposed scheme which contains the optimization in device’s

lifetime that is denoted as “+ live”, while the conventional scheme which only

considers the CSS energy that is denoted as “- live”.

It can be seen from this figure that the lifetime of the cluster’s network from

the conventional scheme is very short i.e., ended at the 344-th sensing cycle – after

device 4 was running out of energy for spectrum sensing. This is because the energy

condition of the devices is not taken into consideration in this scheme, hence device

4 is always selected, as can be seen from Figure 5.7, and consequently finished

its energy quickly. Note that device 4 has the worst energy condition, i.e., only

half that from the required energy, but at the same time, it has a good incumbent

user SNR, particularly for channel 2. On the other hand, device 2, which was in

excellent energy condition for spectrum sensing, is always being excluded, i.e., as

can be seen in Figure 5.7. This is due to its incumbent user SNR which is relatively

low as compared to the other devices, particularly for channel 2 (i.e., the lowest

available).

With the proposed scheme, it can be seen from Figure 5.6 that the lifetime

will be significantly extended almost to the expected lifetime, i.e., 990 CSS cycles

from 1, 000 CSS cycles. In contrast with the conventional scheme, as can be seen

from Figure 5.8, the proposed scheme excludes device 4 from performing CSS at

the beginning of the sensing cycles until the cycle number reaches approximately

306. This is the point where the residual energy of device 4 has become similar with

device 3. Device 4 is then used alternately with device 3, and by this, improving the

energy condition of both devices. When the residual energy of device 3 and 4 have

become closer to the residual energy of device 1, i.e., at CSS cycle number 544,

the scheme then reduces the burden of spectrum sensing for device 1 by alternating

the sensing task between the three devices, i.e., one device is excluded during each
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throughput demand is fixed at D = 0.6, and the expected lifetime is set at 1, 000

cooperative sensing cycles.

cycle. Finally, when the residual energy Eres of device 1, 3 and 4 has become very

close to the expected energy Elive, i.e., at the 961-th CSS cycle, all of the available

devices are then used to sense the channel, hence to reduce the required sensing

time of all devices to less than the expected (average) sensing time for one sensing

cycle, as can be seen in Figure 5.8.
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5.6 Conclusion

We have shown that it is very important to consider the energy condition of each

HAN device in cooperative spectrum sensing sensing-device grouping and schedul-

ing. This is to ensure a fair distribution of spectrum sensing loads among the HAN

devices and maximize the lifetime of each device to their expected lifetime. We

have proposed an efficient sensing-device grouping and scheduling scheme for co-

operative spectrum sensing, that minimizes the cooperative spectrum sensing en-

ergy, maximizes the lifetime of each sensing device to its expected lifetime, and

at the same time, satisfies the throughput demand of the network. The proposed

scheme optimally determines the channel set for the network, selects and groups

the available devices together to sense the selected channels in the channel set,

schedules the formed group to these the selected channels with the corresponding

optimal sensing time and detection probability of each selected sensing device, in

which this sensing time and detection probability can be different from one device

to another. We have shown that the proposed scheme extends the lifetime of the

network (and all devices), as compared to the conventional scheme, to the expected

lifetime. By this, we have indicated that the proposed scheme works accordingly.

However, the solution can still be improved such as by jointly determining the op-

timal channel set and sensing device group using the MCMC method or possibly

the convex optimization method.

In the next chapter, we will provide the overall conclusion of this thesis and

then we suggest some future work and direction based on the works that we have

done.
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Chapter 6
Conclusion and Future Work

In this chapter, we provide the conclusions to the presented works in this thesis.

We then suggest some future research directions.

6.1 Conclusion and Discussion

Section 1.2 formulated the main research questions. We repeat these questions here

and summarize our main contributions.

The ever-rising communication demand, particularly from the continually increas-

ing number of home devices and new wireless technologies, will impose a criti-

cal interference issue to the home communications. In addition, due to the well-

discussed spectrum scarcity issue, we have concluded that there is an urgent need

to rethink and redesign the current home communication system to ensure the con-

tinuity of HAN operation in the future. Hence, the following research question was

investigated.

1) How to optimally meet the throughput demand.

To answer this first question, we have proposed a new home area network sys-

tem, designed based on cognitive radio technology and clustered network topology,

called TD-CRHAN. We have shown that the TD-CRHAN can sustainably and effi-

ciently support the throughput demand from the home devices. In TD-CRHAN, the

spectrum sensing time, the number of cooperating sensing devices, and the number

of active in-band channels needed, that can tightly satisfy the throughput demand

have been optimally determined. Moreover, we have shown by extensive numeri-
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cal analysis and through simulations that the values for spectrum sensing time and

number of cooperative sensing devices, for the TD-CRHAN scheme, are signifi-

cantly lower as compared to the values for the conventional scheme, and this can

be further reduced by using a higher number of active in-band channels.

Spectrum sensing has been recognized as one of the key components in cognitive

radio technology. As spectrum sensing also imposes an additional energy consump-

tion that does not exist in the conventional radio, the following research question

was addressed.

2) How to minimize the spectrum sensing energy overhead.

In order to answer this second research question, we have proposed an energy

efficient cooperative spectrum sensing scheme. In doing this, the scheme was also

designed such that the throughput demand is kept satisfied efficiently. In this work,

the difference in incumbent user signal-to-noise ratio at each home device, which

is a more realistic scenario in the HAN, was taken into account. In fact, we show

that by considering this difference, the optimal sensing devices can be selected, and

the corresponding spectrum sensing time and probability of detection, which can

be different from one another, can jointly be determined. Consequently, we have

shown that a high energy efficiency can be obtained in CSS, and further, a higher

achievable throughput can be reached.

The proposed clustered- and CR-based HAN will operate using multiple channels.

Multiple spectrum sensing groups thus have to be optimally formed and scheduled

to sense the channels. Hence the following research question was addressed.

3) How to efficiently and fairly group and schedule sensing devices for spec-

trum sensing in a multi-channel network.

We answer this third research question by designing a sensing device grouping

and scheduling strategy for the CSS, in which in addition to the energy and through-

out efficiency, the proposed scheme has also addressed the fairness in sensing load

distribution such that the lifetime of each device is maximized to its expected life-

time. We have shown that without considering fairness such as this, the same de-

vices (e.g., have high incumbent user SNR) will always be selected to perform

spectrum sensing, hence will go dead faster. Furthermore, we also have shown that

the proposed scheme can provide a balance between energy and lifetime efficiency.
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Together, we consider the main contribution of this thesis is the concept of the TD-

CRHAN which can sustainably and efficiently support the communication through-

put demand in the home environment. In general, we have presented the basic el-

ements of the proposed home communication system in this thesis. We have listed

the different types of network components as well as the corresponding functional-

ities. We have also described the proposed operations of the TD-CRHAN including

spectrum management and cooperative spectrum sensing schemes (with several is-

sues were addressed).

In the TD-CRHAN, devices with different properties from one another, such

as the communication technology, the expected energy efficiency, and the commu-

nication patterns, can be supported and will be treated accordingly. For example,

in spectrum sensing, a device that is low in remaining energy but yet has to live

for quite some time will not be selected (or only allocated with a very minimum

sensing load). In terms of data communication, simple devices such as a smoke

detector can be allocated with a simple resource allocation e.g., single channel and

a dedicated time slot (TDMA-based), while more sophisticated devices, e.g., have

the capability of NC-OFDM, can be allocated with multiple channels and more

advanced resource allocations.

Furthermore, by design, any non-CR type of devices are also possible to operate

together in a TD-CRHAN network. However, the device should be able to follow

the communication procedure of TD-CRHAN e.g., needs to be connected to one

of the clusters through the corresponding cluster head (CH). This can be done for

example with an update on the device’s firmware.

In TD-CRHAN, CH should be able to support multi-standard wireless com-

munication technologies e.g., ZigBee, WiFi and so on. This is possible with sev-

eral options. The simplest way is by having multiple radio components in each

CH, such as in the mobile phone (GSM, 3G, WiFi, Bluetooth and etc. in a single

phone). Alternatively, a combination of radio-over-fiber (ROF) and software-radio

(SR) technology can be considered. In this option, CH only consists of antenna, RF

front-end, and RF-to-light converter. The converted light signal is sent through an

optical fiber to a central processing device. In this device, the light signal is sam-

pled by an analog-to-digital converter and then processed by software (including

filtering, modulation and etc.).

Subsequently, there are several works that still can be considered in order to

realized the proposed communication system. We list some of them in the next

section.
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6.2 Suggestions for Future Work

In this thesis, we have proposed a cognitive radio-based home area network. There

are many interesting research works henceforth that can be further carried out.

Based on our experience, we present some of them in the following enumerations.

1. The optimal candidate and in-band channel. The allocation of the candi-

date channel by the cognitive HAN controller to each cluster head, including

during the network start-up and whenever there is a decrease in throughput

demand, can be optimized. This is the same with the in-band channel i.e.,

which is the optimal channel that should be returned to the HAN controller

from a cluster head whenever there is a decrease in throughput demand, for

example. Currently in this thesis, the transition from the candidate channel

to in-band channel is by selecting the best channel available at the controller;

while from in-band channel to candidate channel is returning the worst chan-

nel that the cluster head has. Alternatively, the optimal channels to be allo-

cated or to be returned can be determined based on the communication needs

of the cluster, i.e., for example based on the required additional through-

put or channel quality needed. The properties of the channel that could be

taken into consideration in decision making may include the channel’s noise

level, the signal-to-noise-ratio of the incumbent user and the incumbent user

present probability.

2. Construction of a spectrum map database. The concept and the func-

tion of this database was initially mentioned in Chapter 3. By design, this

database will be constructed by the cognitive HAN controller. It should con-

sist of channel information including the list of possible channels to be ex-

ploited by the HAN that can be acquired from the regulator-certified databases,

or from a long-time coarse sensing by the controller. The database could also

consist of the statistical information on the incumbent user occupancy and

the quality of the channels. The statistical information can be built by the

controller based on the information reported by the cluster heads.

3. Channel reuse. As the HAN controller has a global view of the channels

used at each cluster in the house, it could use this information, with the help

of the spectrum map database, to further coordinate the reuse of the channels

for the HAN. For example, clusters that are more than two hops from each

other can utilize the same channels without causing any harmful interference
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to one another. Through channel reuse, the number of possible channels that

can be allocated to each cluster can be significantly increased. In addition,

channels that are good in quality (e.g., higher SNR or lower incumbent user

occupancy probability), can be allocated to multiple clusters. When a chan-

nel is utilized by multiple clusters in a house, this can further increase the

average channel utilization of the particular channel which is already made

efficient by the use of the cognitive radio technology. In doing this, a power

control mechanism can also be applied to manipulate the coverage size of

each cluster and assists for a more flexible channel reused in the house.

4. Load balancing between clusters. A certain area in a house such as the

living room, where the multimedia entertainment system is located, might

have a higher communication load compared to other areas. With the clus-

tered topology proposed in this work, it is possible to off-load some of the

communication burden in a cluster to another cluster which has a lower load.

This load balancing mechanism and procedure can be designed to further im-

prove the proposed CR-based HAN. Further, some clusters that are adjacent

to the neighbor’s HAN or with a wider coverage that extends to outside the

house, can also accommodate the load from the guest HAN devices (e.g.,

neighbor’s devices or some people that are passing by the house i.e., as the

same concept recently proposed in [66]).
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Samenvatting

Een toekomstig thuisnetwerk (home area network, HAN) wordt verondersteld te

bestaan uit een groot aantal apparaten die diverse toepassingen ondersteunen zoals

slimme elektriciteitsnetwerken, beveiligingssystemen, telefonie, en televisiesignalen.

Veel van deze thuisapparaten communiceren draadloos gebaseerd op netwerkpro-

tocollen zoals WiFi, ZigBee en Bluetooth, die typisch opereren in de overbelaste

licentie-vrije ISM frequentiebanden. Omdat deze apparaten dicht bij elkaar staan

(bijvoorbeeld binnen een huis) kunnen ze elkaar storen, waardoor de behaalde

kwaliteit van de verbindingen afneemt. Deze situatie wordt verergerd in dicht-

bebouwde steden waar de HAN ook gestoord wordt door de buren. Cognitieve ra-

dio (CR) wordt gezien als een van de meest veelbelovende technologieen om deze

problemen op te lossen en tegelijkertijd in de communicatiebehoefte van de HAN

te voorzien. CR technologie stelt de HAN apparatuur in staat om intelligent de

ongebruikte delen van het spectrum waar een vergunning voor nodig is te benutten,

interferentie te vermijden en zelf geen interferentie te veroorzaken (in het bijzonder

bij de vergunninghouder van het spectrum). We bestuderen deze problemen en de

geschiktheid van CR als kandidaat-oplossing.

We beginnen met het ontwerp van een nieuw communicatiesysteem voor HAN

gebaseerd op CR technologie en een geclusterde netwerktopologie, en noemen dit

TD-CRHAN. TD-CRHAN beoogt toekomstbestendig te zijn en ondersteunt effi-

cient de groeiende behoefte aan bandbreedte, en probeert ook het storingsprobleem

in HAN op te lossen. In TD-CRHAN wordt de beschikbare bandbreedte geop-

timaliseerd om precies te voldoen aan de gevraagde bandbreedte, in plaats van

die te maximaliseren. Vervolgens modeleren we mathematisch het voorgestelde

TD-CRHAN en nemen in het model algemene uitdrukkingen voor de kwaliteitspa-

rameters van cooperatief spectrumschatten op. Hiermee kunnen wij de kwaliteit

van TD-CRHAN analyseren voor meer realistische scenarios waarin de signaal-

ruisverhouding (SNR) van de vergunninghouder niet bij alle apparaten die dit schat-

ten gelijk is. We geven een kwaliteitsanalyse voor het voorgestelde ontwerp zowel

125



126

numeriek als door middel van simulaties.

Omdat een netwerk gebaseerd op cognitieve radio ook extra kost in termen van

energieverbruik door het spectrumschatten, ontwerpen we een energie-efficiente

manier van cooperatief spectrumschatten (CSS). Deze manier sluit aan op het voorgestelde

TD-CRHAN. We zorgen ervoor dat aan de vereiste bandbreedte voldaan wordt. Uit

het verschil in de eerder genoemde SNR van de vergunninghouder op de diverse

apparaten bepalen we de optimale selectie van spectrumsensoren voor CSS en de

benodigde sensortijd en detectiekans, die kan verschillen tussen de diverse appa-

raten. We evalueren vervolgens de voorgestelde CSS techniek en tonen de winst in

energieverbruik en efficientie in bandbreedte.

Tot slot presenteren we een methode voor het groeperen en rangschikken van

de sensorapparatuur voor meerkanaals CSS. Naast energieverbruik en efficientie in

bandbreedte hanteert deze methode de eerlijkheid in werklast over de diverse sen-

sorapparatuur in een HAN. Dit eerlijkheidskriterium beoogt het maximaliseren van

de levensduur van ieder sensorapparaat vergeleken met zijn verwachtte levensduur.

We bepalen het optimale aantal frequentiekanalen dat het netwerk zou moeten ge-

bruiken, en de geselecteerde kanalen. We bepalen ok het optimale aantal apparaten

in iedere sensorgroep, en de geselecteerde apparaten. Vervolgens bepalen we de

optimale volgorde van de sensorgroepen om het spectrum van de geselecteerde

kanalen te meten. We presenteren de resultaten en de analyse van de voorgestelde

methode om zijn kwaliteit te illustreren.
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QPSK Quadrature phase shift keying

RF Radio frequency

RSSI Received signal strength indicator

SDMA Space division multiple access

SNR Signal-to-noise-ratio

TD-CRHAN Throughput demand based cognitive radio home area network

TETRA Terrestrial trunked radio

WiMAX Worldwide interoperability for microwave access

WLAN Wireless local area network

WPAN Wireless local area network
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Notations

x Scalar x

x̂ Estimate of scalar x

x Vector x

X Set X

[x]i i-th entry of the vector x

⌈x⌉ Smallest integer larger or equal to x

∆
= Defines an entity

∅ Empty set

p(x) Probability of x

Q(x) Gaussian tail probability, i.e., 1/
√
2π
∫∞
x e−u2/2du
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Symbols

D Demanded throughput

H0 Hypothesis of the channel is idle

H1 Hypothesis of the channel is occupied

i Channels number

I Total active in-band channel in the cluster

j CR-based HAN devices number

J Total number of CR-based HAN devices in the HAN

K Total number of devices that decides the sensed channel is occupied

N Total number of cooperating nodes for cooperative spectrum sensing

Pf Local probability of false alarm

Pd Local probability of detection

Qf Cooperative probability of false alarm

Qd Cooperative probability of detection

R Achievable throughput

u[l] Received incumbent signal during the l-th sample

SNRp SNR of the incumbent signal measured at the CR-device

Tsf Superframe duration

Tcss Cooperative spectrum sensing time

Ts Local spectrum sensing time

Tsr Time duration for sending a single local sensing report

Tcom Data communication time

w[l] Noise signal during the l-th sample

α Fraction of data communication time from the frame time
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ε Difference between the achievable and the demanded throughput

τ Sampling time

γ Local spectrum sensing threshold
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