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A 1 × 400 Backside-Illuminated SPAD Sensor With
49.7 ps Resolution, 30 pJ/Sample TDCs Fabricated

in 3D CMOS Technology for Near-Infrared
Optical Tomography

Juan Mata Pavia, Mario Scandini, Scott Lindner, Martin Wolf, and Edoardo Charbon, Senior Member, IEEE

Abstract—A 1 × 400 array of backside-illuminated SPADs fab-
ricated in 130 nm 3D IC CMOS technology is presented. Sensing
is performed in the top tier substrate and time-to-digital conver-
sion in the bottom tier. Clusters of eight pixels are connected to a
winner-take-all circuit with collision detection capabilities to re-
alise an efficient sharing of the time-to-digital converter (TDC).
The sensor's 100 TDCs are based on a dual-frequency architecture
enabling 30 pJ per conversion at a rate of 13.3 ms/s per TDC. The
resolution (1 LSB) of the TDCs is 49.7 ps with a standard deviation
of 0.8 ps across the entire array; the mean DNL is ±0.44 LSB and
the mean INL is ±0.47. The chip was designed for use in near-in-
frared optical tomography (NIROT) systems for brain imaging
and diagnostics. Measurements performed on a silicon phantom
proved its suitability for NIROT applications.

Index Terms—Near-infrared optical tomography (NIROT),
near-infrared spectroscopy (NIRS), optical tomography (OT),
single-photon avalanche diode (SPAD), single-photon imaging,
time correlated single photon counting (TCSPC), time-of-flight
imaging, time-resolved imaging, time-to-digital converter (TDC).
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I. INTRODUCTION

N EAR-INFRARED OPTICAL TOMOGRAPHY
(NIROT) is a novel technique capable of determining

oxygenation values in tissue by measuring its optical proper-
ties (absorption and scattering) as a function of wavelength,
between 650 and 850 nm [1]–[9]. Recently, it has been demon-
strated how single-photon avalanche diode (SPAD) image
sensors capable of time-resolved measurements can be applied
to NIROT, paving the way for new contactless setups and
optimized reconstruction algorithms [10]. The ideal sensor for
NIROT requires a high photon detection probability (PDP) in
the near-infrared range and a large array of pixels where each
SPAD pixel is coupled with and is adjacent to a time-to-digital
converter (TDC), so as to guarantee low skew and high par-
allelism in the determination of the time-of-flight of photons.
With the availability of SPADs in deep-submicron CMOS
technologies, such image sensors have become possible; how-
ever with very low fill factor [11]–[13]. A possible solution is
resource sharing; an example of this approach was achieved
in SPADnet, where 720 SPADs share one TDC [14], and in
EndoTOFPET-US, where 416 SPADs share 48 TDCs [15].
However, at over 600 and 800 m, respectively, the resulting
pixel pitch is very large and unsuitable for NIROT.
Up to now, most of the SPAD structures implemented in large

arrays had a PDP not higher than 10% in the near-infrared range
[11], [12], [14], [16]. It has been demonstrated that non-isolated
SPADs employing the bulk substrate as a common anode per-
form better in the NIROT wavelengths of interest [17], [18].
However, they require the interaction between high and low
voltage circuits, making it necessary to use capacitive coupling
to interface both [19]. Capacitive coupling requires potentially
large passive elements that may reduce the fill factor, there-
fore they are not well suited for low light applications where
the photon detection efficiency (PDE) is one of the most critical
factors.
At present the I/O activity in large arrays of TDCs is the most

dominant factor in terms of power consumption [20]. However,
on chip histogramming [21] shifts this paradigm, and the TDC
power consumption becomes a critical factor. Therefore, it is
of great interest to develop new TDC architectures that address
this problem.
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Fig. 1. Cross-section of the Tezzaron 3D wafer stacking process. The wafers are bonded face to face by the top metallization through DBIs. The tier 1 substrate
wafer is thinned to 4.2 m. TSVs enable the interconnection between the metal layers of tier 1, and the bond pads at its back side. The SPAD pixels are placed in
tier 1 with the minimum number of transistors necessary for operation to maximize the fill factor. The rest of the circuitry is placed in tier 2.

In this contribution, we propose a novel backside-illu-
minated (BSI) SPAD array integrated in a 3D multi-wafer
stacking CMOS process that enables superimposition of the
pixel detector to the ancillary circuitry. In the sensor, de-
nominated 3DAPS, a new resource sharing scheme based on
a winner-take-all (WTA) circuit is introduced to enable the
integration of a large number of pixels, along with a new TDC
architecture for low power operation. The SPAD structures,
which employ the bulk substrate as a shared anode, are imple-
mented in a separate substrate from the CMOS circuitry. This
enables the direct connection of the SPADs outputs with the
CMOS circuitry in non-isolated SPAD structures.

II. CMOS 3D WAFER STACKING PROCESS
The image sensor was implemented in the 3D two-tier Tez-

zaron's FaStack process, which is based on a CMOS 130 nm
technology. In this technology two standard CMOS wafers are
bonded face-to-face utilizing copper to copper bonds called di-
rect bond interfaces (DBIs) (see Fig. 1), which are small metal
features (0.6 m diameter). The top tier implements through-sil-
icon-vias (TSVs), i.e., 6 m deep pillars made of tungsten, that
are connected to the metal 1 layer of the top tier. After wafer-
to-wafer bonding, the substrate of the top tier is thinned to 4.2
m, leaving the TSVs exposed; metallization is added to create

the bond pads. The DBIs have a 4 m pitch and TSVs are ap-
proximately 1.2 m in diameter.1 Fig. 1 shows a representation
of the cross-section of this technology.
Both tiers are designed following a standard 2D design flow

(schematic capture, layout, parasitic extraction). However,
there is a 3D design rule check (DCR) and a 3D layout versus

1[Online]. Available: http://www.tezzaron.com.

schematic (LVS) check [22], [23] in order to perform a verifi-
cation of the complete design.
This process enables the integration of SPADs in the top tier

with a minimum amount of circuitry for its operation, while the
rest of the circuits based on standard CMOS are placed on the
bottom tier. This architecture offers a number of benefits with
respect to traditional designs with only one substrate. Sincemost
of the circuits are located in the bottom tier, SPAD arrays with
very high fill factor can be implemented in the top tier. More-
over, the fact that the pixels are BSI increases the fill factor since
there are no metallization layers in the substrate that could block
or reflect light. BSI SPADs are particularly interesting in ap-
plications employing near-infrared light, since their multiplica-
tion region can be engineered to be a few micrometers deep. A
deeper multiplication region leads to a higher sensitivity of the
SPADs in the NIR range.

III. DESIGN

A. Image Sensor Architecture
Fig. 2 shows a block diagram of the image sensor. It consists

of two arrays of 1 400 SPAD pixels implemented in tier 1 con-
nected to an array of 1 100 processing blocks located in tier 2.
Two different SPAD structures were implemented, one in each
row. In this contribution we report in detail the results of one
of these rows. Each processing block includes a WTA circuit, a
TDC, and a local 2-port static random access memory (SRAM)
block. The SPADs are clustered in groups of 2 4 pixels which
are connected to the same processing block. Upon detection of
a photon, the TDC in the corresponding processing block calcu-
lates the timestamp associated with the photon. This timestamp
is locally stored in the processing block's local SRAM until it
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Fig. 2. Block diagram of the 3DAPS sensor. Every four pixels in rows A and
B form a cluster that is connected to a WTA+TDC+SRAM memory located in
tier 2.

Fig. 3. Cluster of pixels diagram. Each cluster has eight SPAD pixels, four
from row A and four from row B, connected to the WTA circuit which triggers
the conversion in the TDC and writes its result in the local SRAM memory.

is read out. All memory positions in the processing blocks are
accessible through the readout multiplexer.
In Fig. 3 the schematic of a processing block is shown. Each

block integrates a full TDC along with a redistribution mech-
anism based on a WTA architecture with a collision detection
event-driven backend. This circuitry is used to connect the out-
puts of 8 SPADs to one TDC while preserving the identity of the
triggering SPAD. The present image sensor was built to target
time correlated single-photon counting (TCSPC) applications in
which the SPADs work in photon-starved mode. In these appli-
cations the pixels have a maximum activity rate, i.e., the number
of detected photons per clock cycle, of about 1%. Due to the low
pixel detection rates in this type of applications, long acquisition
times (from hundreds of milliseconds to seconds) are required.
In addition, measurement time is a critical aspect in NIROT, be-
cause the optical properties of tissue vary over time and more
importantly, patients might move, especially during long mea-
surements. Therefore, sequentially measuring different groups
of pixels [24] has a severe negative impact since the measure-
ment time increases tremendously (e.g., over 30 min). To over-
come this problem, TDCs have been integrated in each pixel to
maximize the operational speed of SPAD image sensors [16].
However this approach dramatically reduced the sensor's fill
factor and consequently the PDE, making the sensor unsuitable
for very low light intensity applications. Since the pixel opera-
tion rate is low, sharing a TDC between several pixels enables
to concurrently measure all pixels, while reducing the area nec-
essary for TDCs. The only disadvantage of this approach is that,
if two photons impinge during the same clock cycle, only one of
them will be processed. In the presented design, one TDC was
shared among eight pixels; as shown in the following sections,

Fig. 4. SPAD structure cross section. It consist of a N-lightly doped drain
(NLDD) cathode, whereas the substrate act as a anode shared among all the
SPADs in the image sensor.

this level of sharing has a negligible impact on the overall per-
formance of the image sensor for NIROT applications.
Upon a TDC conversion, the resulting timestamp is stored in

a SRAM location. The location in the SRAMmemory blockwill
be determined by the address coded in the WTA circuit. When
two or more pixels fire simultaneously, the generated code in
the WTA circuit will be a non-valid address, thus the result will
be discarded and not stored in the SRAM memory. Each pixel
has a dedicated position in the SRAMmemory that is flagged as
unread after a new conversion is stored in it. After the contents
of a SRAM location are read out, its unread flag is automatically
deasserted. Each memory location in the SRAM memory can
be simultaneously accessed by the TDC for writing and by the
readout multiplexer for reading operations.

B. Pixel Design
The SPAD structure employed in the line sensor (see Fig. 4)

consists of a circular n-type low doped drain (NLDD)/p-well
junction, where the high-field multiplication region is gener-
ated. This is surrounded by a n-well/p-well junction, which has a
higher breakdown voltage, acting as the guard ring that prevents
premature edge breakdown in the SPAD. This structure has been
reported in a similar technology, albeit in frontside illumination
(FSI) [17], yielding PDP values above 30% for 700 nm.
The implemented pixel had a round geometry with an active

area of 28 m , a 1.1 m thick guard ring, and 11 m pitch,
resulting in a fill factor of 23.3%. These rather conservative
parameters were chosen, since this was our first attempt of
producing a SPAD in wafer stacking technology and thus the
primary objective was obtaining functional devices rather than
maximizing fill factor. Based on the achieved results, SPAD
structures with square geometry and thinner guard rings could
be produced in the near future, that would yield fill factors
higher than 70%.
Fig. 5 shows the schematic of the pixel circuit. The quenching

circuitry is implemented in tier 1 with a PMOS transistor
working in linear mode. The transistor has to be biased in
such way that the equivalent ohmic resistance is approximately

k to promptly quench the avalanche upon photon detec-
tion [25]. Tier 1 substrate is negatively biased to the SPAD's
breakdown voltage, while tier 2 substrate is biased to ground.
Since the transistors in tier 1 are isolated from their substrate,
they can operate at similar supply voltages as the circuits in
tier 2. Thus, no level shifting or capacitive coupling is required
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Fig. 5. (a) SPAD pixel circuit including quenching transistor and buffer. The number of transistors in tier 1 has been kept low to maximize the space available
for SPADs and increase fill factor. The SPAD is passively quenched and recharged with a PMOS; the SPAD recovery time can be adjusted by changing .
The SPAD output is not directly connected to the buffer in tier 2. Instead, a PMOS transistor drives the buffer in tier 2, so as to reduce the parasitic loading of the
SPAD cathode, which is dominated by the DBI (the contact between the tiers). (b) A waveform depicting the operation of the circuit is also presented.

Fig. 6. Schematic of the WTA circuit. The collisions in the bus, in the event of
two or more pixels firing simultaneously, generate a non-valid code.

to connect the SPAD output to the standard CMOS circuits.
Along with the quenching mechanism, a follower drives the
metal connecting the two tiers. Although it would be possible to
implement the quenching circuitry in the bottom tier, this would
increase the parasitic capacitance at the cathode and therefore
the current flowing through the diode during an avalanche
event. This would negatively affect the afterpulsing, timing
resolution, and power consumption [26]. With the reduction of
DBI parasitics though, this solution will be a viable one in the
future.

C. Winner-Take-All Circuit
A WTA circuit (see Fig. 6) similar to the one introduced in

[27] was implemented in each cluster to share the TDC between
eight pixels, enabling time-resolved measurements in each pixel
while making a efficient use of silicon area. In the WTA circuit
the output of each pixel is connected to a digital bus with five
address lines through pull-down transistors. A dedicated extra
line TDC_start is used to propagate the digital pulses from the
pixels to the TDC, where a time-to-digital conversion will be
started. Each pixel generates a unique code in the bus that is
latched at the end of the bus by the TDC_start signal.
In the original WTA implementation presented in [27], in the

event of two pixels firing simultaneously, the address generated
when using a binary code produced an incorrect address, e.g., if

TABLE I
COLLISION DETECTION CODE TABLE FOR EIGHT PIXELS

pixels 1 and 2, with digital codes “001” and “010”, respectively,
detected a photon at the same time, the generated code in the bus
would be “011” which corresponds to pixel 3, thus providing
invalid data for pixel 3. We call this event collision.
In order to detect collisions between two or more pixels, we

present a new address coding that identifies these collisions in
the address bus. With this collision detection coding scheme,
invalid addresses are generated in the event of two or more
pixels firing simultaneously. The collision detection code is
based on the fact that each code has three “1”s and two “0”s.
Table I presents the codes for each pixel in the present WTA
implementation. Since the bus is implemented in a pull-up
manner, when an address is written in the bus some lines will be
pulled down by the pixel that detected a photon. In the event of
two or more photons being detected, several pixels write their
respective addresses in the bus. Since each address pulls down
a combination of two out of five lines, in this case the resulting
amount of lines that are being pulled down will be higher
than two. Therefore the generated code at the WTA output is
identified as non-valid. In the event of an invalid code in the
address bus, the corresponding TDC result will not be stored in
the SRAM memory. The probability of two or more photons
being detected in the same clock period can be calculated with a
Poisson cumulative probability function. In the proposed WTA
implementation where eight pixels are connected to the same
bus, for a pixel detection rate of 1%, the probability that during
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Fig. 7. TDC general schematic showing the main building blocks. The TDC is based on a dual-speed ring oscillator that minimizes the power consumed during
a conversion.

Fig. 8. TDC timing diagram. Upon a photon detection, the ring oscillator starts oscillating at low-speed (T1). At the next rising edge of the stop signal, the stop_reg
signal is asserted, where a synchronizer is used to avoid metastability (T2). The stop_reg signal is re-synchronized with RO_clock to generate the boost signal,
which activates the ring oscillator high-speed operation mode (T3). The stop_del signal stops the ring oscillator (T4). After writing the data in the local SRAM
memory, the TDC is reset and is ready to perform the next conversion (T5).

the same clock period two photons are detected is 0.3% which
accounts for 4% of the total number of events in the bus. An
increase in the pixel detection rate will result in a higher rate
of collisions in the bus, i.e., for a pixel detection rate of 10%
the amount of collisions in the bus will account for 35% of the
total number of events in the bus. However in time-correlated
TCSPC applications such as NIROT it is necessary to keep the
pixel activity rate 1% in order to avoid the pile-up effect.
This collision detection coding can be expanded to a bus with

any number of address lines, providing each address has equal
numbers of “1”s and “0”s. Consequently, the number of codes
per number of address lines is fewer than achieved when using
standard binary coding. The maximum number of codes in an
address bus with lines is given by the number of element
combinations of a set of elements, where is the number of
“0”s in each address code. The total number of possible codes
for a bus with lines is given by (1), where has to be the
integer closest to in order to obtain the highest possible
number of collision detection codes

codes (1)

For a bus width of 12 bits, , and , a total of 924
different collision detection codes can be generated. The equiv-
alent binary coding would require 10 bits to encode the same
amount of codes, resulting in a 2 bit overhead due to the colli-
sion detection mechanism. In the present design, 5 address lines
are employed to connect eight SPADs to the same bus, making
an efficient coding of the pixels while being able to detect col-
lisions in the bus.
The size of the cluster, and therefore the WTA, was dimen-

sioned to decrease the TDC footprint per pixel while keeping a
high data throughput. Clusters with a high number of pixels will
suffer from a considerable data loss since many photons will ar-
rive while the TDC is working, e.g., in a cluster with 32 pixels
working at a 1% detection rate, 16% of the detected photons will
arrive while the TDC is busy. The cluster size is a tradeoff be-
tween the available area for placing the TDCs and the amount
of data loss that is acceptable. In TCSPC applications data loss
is not critical, however since the total measurement time is im-
portant in NIROT, it was decided to implement a cluster of eight
pixels since it offered a data loss of only 4% of the total detected
photons.
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Fig. 9. Ring oscillator is based on a differential buffer whose propagation delay can be adjusted with the boost signal. (a) Ring oscillator diagram and (b) schematic
of a single delay stage.

Fig. 10. Schematic of the synchronizer circuit implemented in the TDC. The synchronizer is made out of three buffer stages and its purpose is to deliver a “1” at
its output synchronized with CK2 when becomes “1”. Once this happens, is latched to “1” and it is necessary to reset it to be operational again. Only the first
stage includes a latch to minimize the area and to regenerate the integrity of the signal in the internal nodes in case of metastability.

D. Time-to-Digital Converter

The power consumption in SPAD image sensors is strongly
dependent on the number of time conversions that are performed
per unit of time. For high pixel activity rates, the TDC power
consumption is one of the main contributors, if not the largest,
to the total image sensor power consumption [11], [13]. In order
to save power, TDCs which operate in reverse start-stop config-
uration have been implemented in most TDC arrays, i.e., the
TDC starts the conversion upon the impingement of a photon
and it is stopped by the laser's reference clock signal [28], i.e.,
the laser's internal clock, which represents the emission time of
the light pulses. TDC implementations based on ring oscilla-
tors (RO) required operation at frequencies of a few gigahertz
during the conversion period, drastically increasing the total
power consumption of the chip when many of them were ac-
tive [13]. We propose a new TDC based on a dual-speed ring
oscillator that only requires operation at gigahertz frequencies
during a small fraction of the conversion time. Upon the start of
a conversion, the start_reg signal is asserted and the RO oscil-
lates at a frequency of approximately 246 MHz, clocking the
low-speed counter whose result will determine the five most

significant bits of the measurement. At the next falling edge of
RO_clock, after the assertion of the laser's reference clock signal
stop, the boost signal is asserted and the RO's operating fre-
quency is boosted to 2.52 GHz. At the same time the low-speed
counter is deactivated and the high-speed counter is enabled. A
delayed version of the stop signal, stop_del, eventually stops the
RO. The delay between stop and stop_del has to be larger than
a period of RO_clock in low-speed operation, otherwise the RO
might not start oscillating in high-speed mode. The result of the
high-speed counter together with the phase of the RO provides
the other 7 bits of the measurement, resulting in a total of 12 bit
TDC resolution. This mechanism effectively measures the time
difference between start and stop with a coarse resolution, and
subsequently the time difference between the last falling edge
of RO_clock in low-speed operation and stop_del with high ac-
curacy. Therefore, in the worst case, the TDC only operates at
2.52 GHz between the rising edge of stop and the rising edge of
stop_del, which in this case is approximately 5 ns. Fig. 7 shows
the block diagram of the TDC, and Fig. 8 the timing diagram
associated with a conversion.
The internal structure of the dual-speed RO is shown in Fig. 9.

A differential inverter is employed as basic delay cell in order
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Fig. 11. Photomicrograph of the image sensor. In the inset, the layout view of
a pixel cluster in both tiers is shown. The pixel pitch is 11.75 m.

Fig. 12. PDP as a function of wavelength for 1.5 V excess bias voltage.

to equalize the delay in the transitions from “0” to “1” and from
“1” to “0”. The differential stages were designed to have wide
voltage swing to reduce the effects of jitter induced by power
supply noise. The oscillation frequency is controlled through the
tail transistors, which generate the bias current, and the PMOS
transistors, which injects current in the differential pair.
In the TDC block diagram presented in Fig. 7, two synchro-

nizers are employed to avoid metastability when signals travel
between different clock domains. In the two cases only the tran-
sition from “0” to “1” needs to be synchronized, simplifying the
design of the synchronizer. Fig. 10 shows the schematic of the
synchronizer that is employed to control the boosting of the RO
and the latching of the stop_reg signal.

E. 2-Port Static RAM Memory Block
A 2-port static SRAM memory is implemented to locally

store the TDC conversions. The SRAM memory consists of
eight words, one for each pixel, of 13 bits size: 12 bits to
store the result of the TDC conversion, and an extra bit to

Fig. 13. DCR cumulative distribution function at 1.5 V excess bias voltage.

Fig. 14. TDC response obtained when varying the arrival time of the start
signal with a programmable delay. As the low-speed period of the ring oscillator
is not a multiple of 2 of the high-speed period, certain codes are unreachable
(dashed line) and therefore some steps are observable in the response function.
Therefore the TDC output needs to be normalized with a lookup table, which
leads to a linear relationship (continuous line).

indicate whether the result has been already read out or is
new. The write operations are controlled by the WTA circuit,
whereas the SRAM block can be directly accessed from ex-
ternal pads for read operations. The two-port architecture of
the SRAM memory allows simultaneous asynchronous reading
and writing. This is of great benefit in cases where the reference
clock is much slower than the maximum readout frequency and
it eases the integration of the image sensor in test setups since
clock synchronicity is not required during read out operations.

IV. RESULTS

A. Sensor Implementation
The image sensor was fabricated in the 3D two-tier Tez-

zaron's FaStack process described in Section II. Fig. 11 shows
a microphotograph of the chip. Fig. 11 also shows a layout
view of a pixel cluster in the top and bottom tiers. The total
area was only m , most of which is occupied by the
2-port SRAMmemory. The cluster was equipped with different
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Fig. 15. LSB cumulative distribution function.

Fig. 16. Single-shot accuracy. Results from all delay values employed in
the range from 0 to 40 ns are normalized and plotted together. No significant
changes were found in the time accuracy for different delay values.

design-for-test capabilities in order to be able to test each block
separately. For this reason a readout multiplexer was added to
have direct access to the outputs of the main building blocks:
WTA, TDC, and SRAM.

B. Experimental Results

The measurements presented in this section were performed
under room temperature conditions. All the results hereby pre-
sented are from pixels or TDCs integrated in the array, that is
DCR, LSB, single-shot accuracy, and linearity, were concur-
rently obtained for all pixels and TDCs. All the TDCs were ac-
tive during these measurements.
The SPAD's PDPwasmeasured to characterize the sensitivity

of the pixels at different wavelengths. The measured breakdown
voltage at room temperature was 16.5 V. Fig. 12 shows the PDP
as a function of light wavelength for 1.5 V excess bias voltage.
Thanks to its deep multiplication region, the peak performance
is achieved around 700 nm. The PDP is above 12% between
650 and 800 nm, performing better than previous CMOS SPAD
arrays in the NIR range [11], [13], [14], [16].

Fig. 17. (a) Typical DNL and (b) INL response measured with a 25 ns period
reference clock.

The dark count rate (DCR) distribution was measured over
the whole array. Fig. 13 shows the DCR cumulative distribu-
tion in the array. Although the measured DCR values are higher
than in previous SPAD image sensors, it has to be taken into
consideration that this is the first BSI SPAD structure that has
ever been integrated in an array. Further investigation in new
SPAD structures employing this new 3D CMOS technology is
expected to yield structures with improved PDP and DCR re-
sponses. In fact, a standalone SPAD structure fabricated in the
same 3D CMOS technology with similar PDP and an order of
magnitude lower DCR has already been reported [29].
A daughterboard with a zero insertion force socket and dif-

ferent power supplies and bias voltages generators was designed
for the test and evaluation of the image sensor. The daughter-
board is connected to a Virtex-6 FPGA ML605 evaluation kit
motherboard, which programs the different voltages necessary
for the operation of the image sensor and controls communi-
cation with the sensor. A 40 MHz signal was generated in the
FPGA and then fed to the image sensor as the reference clock.
The Virtex-6 FPGA has a programmable delay line with 17.9 ps
taps which is employed to generate the start signal that triggers
the conversion in the TDC. Fig. 14 shows the conversion results
for different delay values in the start signal. Since the low-speed
period of the RO is not a multiple of two of the high-speed pe-
riod, and theminimum count of the high-speed counter is always
higher than one (the RO has to be running during a certain period
of time before it is stopped to ensure stability in the output fre-
quency), there are certain codes that will never be reached. Thus,
it is necessary to use a lookup table that translates the resulting
codes of the TDC into a normalized response. In Fig. 14 the
normalized response of the TDC with a lookup table is also pre-
sented. The nominal resolution of the TDC (1 LSB) is 49.7 ps.
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Fig. 18. (a) DNL and (b) INL cumulative distribution function in the image sensor.

Fig. 19. (a) Histograms of the response of the BSI SPAD at different wavelengths for an excess bias voltage of 1.5 V. (b) FWHM jitter as a function of the excess
bias voltage for a 750 nm wavelength excitation.

Fig. 15 shows the resolution variations across the array. The
observed LSB standard deviation across the whole array was
0.8 ps.
Time accuracy tests were performed on the TDC to measure

the conversion variations for a fixed delay between the start and
stop signal. For each delay value in the programmable delay
line 50 time-to-digital conversions were performed. The con-
versions obtained for each delay value were normalized to its
median value and its standard deviation was calculated, leading
to the single-shot RMS jitter. No direct correlation between the
delay value and the measured single-shot jitter was observed,
indicating that the main source of noise contributing to the jitter
has a bandwidth narrower or close to the stop signal frequency.
Had the noise a bandwidth much higher than the stop signal fre-
quency, the jitter would accumulate during its operation in the
ring oscillator and higher variations in the conversion values
would be observed for longer delay values. Since the TDC is not
compensated for process, voltage and temperature (PVT) vari-
ations, power supply coupled noise is most probably the main
factor contributing to the time uncertainty. Though no substan-

tial variations were found between different TDCs in terms of
operation frequency during the measurements, implying that the
TDC seems to be quite stable against voltage and temperature
changes, process variations could impact performance robust-
ness. Thus, we plan to implement a PVT compensation mecha-
nism in the circuit, where the current flowing through the oscil-
lator will be controlled by a tail transistor biased with a voltage,
which is regulated by an external clock reference. This solu-
tion is similar to previous PVT compensated TDC designs based
on ring oscillators [13]. Fig. 16 shows the normalized conver-
sion variations for different delay values covering the complete
range of the TDC, i.e., 0 to 40 ns. The measured RMS jitter was

1.22 LSBs.
In order to measure the integral non-linearity (INL) and dif-

ferential non-linearity (DNL) of the TDC we used a technique
known as density test; the SPAD pixels are employed to generate
the start signal that triggers the conversion in the TDC. Under
uncorrelated light conditions, the time of arrival of the photons
detected by the SPAD should be completely random. If only one
or less photons arrive during a TDC conversion period, the re-
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TABLE II
SPAD ARRAY PERFORMANCE COMPARISON WITH THE STATE-OF-THE-ART

sulting histogram showing the distribution of times of arrival
should be flat. However in reality some codes show higher oc-
currences than others. If enough photons are acquired, the DNL
can be calculated by dividing the number of occurrences in each
code by the average number of occurrences per code. The INL
can be calculated by integrating the DNL. Fig. 17 shows typ-
ical DNL and INL results obtained from a TDC density test.
Fig. 18 shows the peak-to-peak INL and DNL cumulative dis-
tribution in the image sensor. These figures show a high ho-
mogeneity in the DNL and INL values despite the fact that the
TDCs were not compensated for PVT variations.
The sensor's power consumption was measured for different

pixel activity rates to determine the amount of energy necessary
to perform a conversion. A linear current increase with the pixel
activity was observed. From these measurements, an average
energy required for a conversion of 30 pJ/Sample was calcu-
lated. This results in a power consumption of 15 W per TDC
at a conversion rate of 500 kS/s. Thanks to the dual-speed ring
oscillator mechanism in the TDC, the power consumed by the
TDCs is substantially lower than previous TDC designs based
on ring oscillators [11], [13], [14], [16], enabling the simulta-
neous operation of a higher number of TDC on chip and thus
higher data throughput.
The timing characterization of the SPAD-TDC subsystem

was obtained by illuminating the sensor with a supercontinuum
laser (SuperK Extreme, NKT Photonics). The emitted light had
a pulse width of 20 ps full width at half maximum (FWHM),
while the optical power was adjusted to avoid pile-up during
TCSPC measurements. Fig. 19(a) shows the time response

Fig. 20. Experimental setup for determining the absorption and reduced scat-
tering coefficients of a silicon phantom employing time-resolvedmeasurements.

obtained from a SPAD pixel for different wavelengths. The
impulse response function is plotted for different NIR wave-
lengths showing a similar behavior for all of them. The FWHM
jitter of the BSI SPADs measured using the proposed TDC is
plotted as a function of excess bias voltage. Since the SPADs
are not electrically isolated from the substrate, carriers gen-
erated after a photon absorption at a certain depth from the
multiplication region may eventually reach it and start an
avalanche. This translates to a higher time uncertainty in the
photons arrival time and therefore in wider time responses, as
shown in Fig. 19(b), than in SPAD structures that are isolated
from the substrate. The time uncertainty obtained with the
implemented SPAD structure is similar to the one obtained
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Fig. 21. (a) Measured intensity with the SPAD image sensor at the surface of the phantom for different source-detector distances, the simulated intensity values
are also plotted. (b) The measured and simulated mean time-of-flights of the detected photons at different locations on the phantom are also shown.

from similar structures in FSI [17]. Table II summarizes the
performance of the chip and presents a comparison with the
state-of-the-art.
One IC sample of the produced image sensor was integrated

in a NIROT setup in order to assess its suitability for this ap-
plication. A silicon phantom with absorption and reduced scat-
tering coefficients similar to those of the head of a neonate,

0.06 cm and 5.6 cm , respectively, was illu-
minated with a 750 nm picosecond laser with 17 mW optical
power. The laser beam hits the phantom a few centimeters out-
side the field of view of the camera. By measuring the intensity
at different distances from the light source, together with the
mean time of arrival of photons at those positions, it is possible
to retrieve the absorption and reduced scattering coefficients of
the target under study [30], [31]. Fig. 20 shows a representation
of the experimental setup. In order to minimize the impact of
noise on the measurements, the DCR for each pixel was mea-
sured. This value was later subtracted from the measured in-
tensity obtained in the experiment. Fig. 21 shows the measured
intensity and mean time of flight values for source-detector dis-
tances ranging from 2 to 4 cm. The simulated values were cal-
culated with the solution of the diffusion equation for a semi-in-
finite medium [30], [31]. The measured values have a good cor-
respondence with the expected values indicating the suitability
of the sensor for NIROT applications. For distances larger than
3.5 cm, the detected time-of-flight deviates from the simulated
values. This divergence is due to the fact that the backscattered
light at these distances is very weak. Additionally, light from
the shorter source-detector distances is also internally reflected
in the camera lens creating lens flare, i.e., light is internally re-
flected in the lens generating a haze in the image sensor. Since
this internally reflected light has a different time-of-flight than
the backscattered light from the phantom, it introduces an error
when both signals have similar intensities.

V. CONCLUSION

The proposed sensor is, to the best of our knowledge, the
first SPAD image sensor with integrated TDCs implemented in

a deep-submicron 3D multi-wafer-stacking IC technology. It is
also the first CMOS SPAD array with BSI pixels. The power
consumption per TDC is the lowest ever reported for any SPAD-
TDC. The resource sharing scheme adopted in this image sensor
together with the low power consumption of the presented new
TDC architecture pave the way towards the implementation of
larger SPAD-based sensors for TCSPC applications.
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